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Abstract

The present-day existence of very large electronic
collections of documents, particularly in
Biomedicine, allows simple information retrieval
(IR) statistical methods to automatically capture
expert knowledge with very good accuracy. Here
we presenta search utility (FACSO) built at Los
Alamos, which queries the Altavista™ search

engine to determine associations between two
classes of biological objects in Immunology
(though applicable to any domain). This search
utility uses measures of proximity built from the co-
occurrence of keywords in documents. We present
the accuracy of this utility, and constrast it to the
Pointwise Mutual Information - IR method. A new
version of this tool using PubMed is now under
development.

3. Altavista Queries
3.1 Proximity Queries

. hits( problem AND choice; )
pron (problem, choice; ) - hits( problem (R choice, )

hitx( problem NEAR chuice,.)
prox, ( problem, choice;) = ————————

hits( problem OR choice;)
NEAR: co-occurrence within 10 words

hits(( problem NEAR choice; ) NEAR cantext)

prax;( problem, choice;) = hits( oroblem R thoicev)

context = {receptor}

score,(choice;) =

scorey ( choice; ) =

1. Example: Expert Knowledge

Receptor Molecules:

Choice Terms

CD25O0R tac

CD122

CD132 OR "common gamma chain"|
123

Cytokines:

Problem Terms
IL-2 OR interleukin-2.
IL-3 OR interleukin-
IL-4 OR interleukin-
IL-6 OR interleukin-6
IL- 7 OR interleukin-7-

IL-8 OR interleukin-8— CD124
IL-10 OR interleukin-10 CD126
IL-12 OR interleukin- 1 CD1300R gp130
IL-13 OR interleukin-1 D127

CXCR10RCdw128a

M-CS CXCR2OR Cdw128b
IFNgamma: Cdw210
TNFalph: CD212
MCP-1 D213a1

Signaling molecules:
their levels affect
response

3.2 Conditional Probability Queries
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hits(prohlem AND choice; )
hits(choice, }

hits( problem NEAR choice; )
hits(choice, )

score, (choice‘- ) =

score, (choice,-) =

hits( problem NEAR choice, |AND .\'OT(( problem (R choice; ) NEAR " nol")
hits(choice; AND NOT(choice; NEAR "not"))

hit.v((problem NEAR choice; ) NEAR context AND NOT(( problem OR choice;) NEAR " nol"))

hits(thoi/:e, NEAR context AND NOT(choice; NEAR "nol"))

2. Co-Occurrence Proximity

Given a binary relation 4 between sets of
keywords K and documents D we extract a
co-occurrence proximity measure: KDP(k;, k)
is the probability that both keywords £, and &,
co-occur in the same document deD. ’

kZ::l (@ na) Nk
kdp(k,.k;) =", =

Z(ai_k Va‘]._k) NU(ki,kj)

(Keyword Document Proximity)

KDP(k,.,kj) - 1 1 :
Where  rfife) " pefilk,)
i Aifp Najg
Pk, )= k:l( )= Ne(ki k)
z (“,,k) N(kj)

m
k=

Conditional Probability

Proximity

-
X, Y
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