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Abstract

Muaie Notation by Computer
Donald Alvin Byrd

Musicians made their first attempts to use computers for musical purposes about 25
years ago. A major problem that confronted them was that neither musical sound nor the
standard representation of music — conventional music notation (henceforth called
“GCMN") —could be either input or output by existing computer systems. Since then all
four aspects of the musicians' problem -—sound input, scund ocutput, CMN input, and
CMN output -— have been attacked, with varying degrees of success. This project is con-
cerned with one of these aspects, namely CMN output.

Producing CMN output is most generally viewed as having three aspects: selecting the
symbels to print, positioning them, i.e., decidicg where to print them, and actually printing
them. The positioning aspect is the ecore of the problem: it is essentially a question of for-
matting, analogous to formatting patural language text, but much more difficult. A soln-
tion to this aspect of the musicians' problem, that of automatic music formatting, would
not only be very valuable to musicians, but would also be quite interesting and nontrivial

from the computer scientist's view point.

I argue, and give examples by msajor composers to show, that “fully automatic high-
quality music notation" is not merely nontrivial but in general impossible without human-
level intelligence. Since current work in artificial intelligence is far from this level, one must
compromise, and three ways are possible: compromise in degree of automation, in quality of
output, or in generality of input. Mcat workers on the problem have primarily sacrificed
automation. The present work, in contrast, primarily sacrifices geperality of input, partly
due to historical accident but partly on pliloscphical grounds. A major chapter of the
dissertation documents my program as so far implemented. The dissertation concludes with
a discussion of the central unsclved problems of automatic music formatting.
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Preface

I bave just a few general comments to make here.

First, even though this dissertation is “in" computer science, its content deals to a great
extent with musical matters, and | want to make clear how seriously [ take the musical con-
tent. Ia the Preface to The Art of Computer Programming Donald Kouth remarks: “Since |
mysell profess to be a mathematician, it is my duty to maintain mathematical integrity as
well as [ can.’” 1 profess to be 3 musician, and | consider it my duty to maintain musical

integrity, not “‘as well as I can", but eimply and without qualification “well".

Second, since this dissertation is eoncerned with formatting and printing, readers may be
especially interested in how it was itself prepared, both music and text. The text was pro-
duced entirely on a VAX 11/780 under Berkeley UNIX. It was entered and edited with
EMACS; sct in Computer Modern with ITROFF, a version of the well-kzown TROFF
typesetting program; and printed oo a Canon/lmagen LBP-10 laser printer with 240 pointa
per inch resolution. The cxamples of mathematical ootation in Chapter 2 were also set by
ITROFF, aided by the EQN mathematics preprocessor. In Chapter 5, Fig. 2 was set by
ITROFF, and Fig. 4 is from G. M. Hunter's dissertation {HUNT78]. The musical examples
were prepared in several different ways. Some were set by my MUSTRAN/SMUT musie
printing system running on a CDC 6800 and printed on a Zeta 3853SX pen plotter or Versa-
tec 1200 electrostatic plotter; the captions of Sgures set this way explicitly identify them as
such. The others were cither reproduced from published editions or hand-drawn, and the
reader should have no difficuity telling which are which. All other figures were drawn by
me. Figure captions and text withio figures were prepared in several different ways, which I
will nct go into.

The body of this dissertation was completed over a year ago, in mid-1983. | have added
a postseript to cover developments through mid-1984.



1t 1s probably pointless to carry out the listing of these horrors any further. By now the reader can
likely begin to construct his own examples of barely manageable metric complexity, It should cer-
tainly be clear that if there ix any sort of general solution it is not cne ihat jumps forth and makes
itaell unmistakably known.
David Gombetg, A Compuier-Oriented System for Muric
Printing (Sc.D. dissertation, Washington University,
1975), p. 64

The interesting point to notice in the admirable illuztration which this [Arabic] numeral system
afords of the enormous importance of good notation. By relieving the brain of all unnecessary work,
a good notation sets it free Lo concentrate on more advanced problems, and in efect increpses the
mental power of the race. Before the introduction of the Arabic notatics, multiplication was difficult,
and the division even of integers called into play the highest mathematical fazulties. Probably noth-
ing in the modern world would have more astopished a Greek mathematician than to learn that,
under the influence of compulsory education, a large proportion of the population of Western Europe
could perform the operation of division for the Isrgest numbers.

A. N. Whitehead, An Introduction to Mathemalics

(Oxford, 1911)

Standard music notation offers a familiar and at the same time a remarkable case [of a natation sys-
tem actually used in the arts]. It is at once complex, serviceable, and — like Arabic numerical
notztion — common to the users of many different verbal languages. No alternative has gained any
currency; and apparently no other eulture, such as the Chinese or the Indian, has developed any
comparably effective music notation aver the centaries.
Nelson Goodmua, Langusger of Art (Hackett, 1978), p.
170

Computer music systems must continue to evolve in order for their developers to incorporate all of
the refnements that will make them truly efficieat and “friendly” tools for musicians, After all, the
viclin evolved over centuries and the scoustic piano took generations to reach its present musical
excellence. We have no reason to believe that the cltimate computer music system, whether it costs
$1000 or $50,000, in close at hand.
Robert A. Moog, “The Soundchaser Computer Music
System”, Byfe 7,12 (December 1082), p. 278

The literary arts use a basic set of symbols, the Roman alphabet, whkich haa taken some 3,000 years
to develop and has ousted several elaborate systemn along the way. The musical arts use an entirely
different system, staf notaticn; and though its period of continuous development has been
shorter — perhaps no more than 1,500 years — its task is very much greater.
Thurston Dart, The Interpretation of Muric {Harper and
Row, 1983}, p. 11

By now it is surely evident that the notator must approash his decisions with a fexible mind,
Gardner Read, Music Noiation, 20d ed. {Crescendo,
1969), p. 88



1
Introduction

1.1. THE MUSIC SETTING PROBLEM

Musiciana made their first attempts to use computers for musical purposes about
25 years ago.[l] A msajsr problem that confronted them was that neither musical
sound nor the standard representation of music, conventionnl music notation (hence-
forth calied “CMN"), could be either input or output by existing computer syatems.
Sinee then all four aspects of the musicians’ problem — sound input, sound output,
CMN input, and CMN output ~ have besn attacked, with varyiog degrees of suc-

cess. This project is concerned with one of these aspects, namely CMN outpuat.

Producing CMN output is most generally viewed as having three aspects: aclect-
fng the symbols to print, posilioning them, i.e., deciding where to print them, and
actually printing them. The positioning aspect is the core of the problem: it is essen-
tially a question of formatting, analogous to formatting natural language text but
muck more difficult. A solution to this aspect of the musicians’ problem, that of
automatic music formatting, would not only be very valuable to musicians, but
would also be quite interesting and npontrivial from the computer scientist's
viewpoint.[2] It is so far from trivial, in fact, that most workers on the problem have
abandoned totally automatic formatting and developed systems with important
interactive components. Such an appreach has substantial advantages quite apart
from sidestepping intractable problems. The approach has been very successful, but
has lead to interesting and difficult questions of user interface design. The present
approach, in contrast, is highly automatic, partly duec to historical accident but
partly on philosophieal grounds,

1.2. TERMINOLOGY

We will need a small amount of terminology before going on. The first term that
peeds clarification, in fact, is in the title of this dissertation. “Music Notation by

Computer” is a somewhat misleading or, at best, ambigeouns title. [ might have said



1. Introduction 2

“Music Printing by Computer”, but “printing" is not really the right term, since it
suggests reproduction processes &3 well as the process of preparing the master copy.
To clarify the problem and the usage I will adopt, I cannot do better than to quote
the one previous computer science dissertation on music notation by computer
[GOMB75, p. 1 -2}
The term music prinfing encompasses several production processes. An engraver {or
other craftaman} produces an criginal image of the eventaal printed page. To
preserve tha original image, it is replicated several times and the actual prigted im-
pressions are made from the replicas. There is no simple generie term to describe the
production of the original image becsuse the method of production waually lends its
name to the process. The terms sel and seifing in conjunction with printing general-
Iy imply the use of type alugs, and although there have been some attempts to use
typesetting for music, these terms will b= adopted here to describe the production of
the original image regardicss of the msthod of production. Music sefling then is to
be understood as the process of placing music symbols in their required places.
Music printing will refer to the entire set of processes involved in producing a
finished pisce of printed muasic.

Strictly speaking, then, my title should be *Music Setting by Computer”, but the
phrase “music setting" is so little used that it might have caused worse misunder-
standings than the less accurate title.

To put things in context more, two related terma are “‘transcribing” and
“amanuensis’’. Musicians often use the term tranacribing for a process that produces
music notation, starting cither with sound or with notation for a different combina-
tion of instruments and voices; either process includes music setting as a subprocess.
Transcribing music (in the first sense of “transeribing”) by computer is discussed in
Sec, 3.2.2. An amanuenais is ane who listens to a performance and writes it down in

music natation, as in Jef Raskin's “Using the Computer as 3 Musician's Amanuensis”
[RASKE&0).

For definitionz of other terms, see the Index to Definitions.

In summary, this dissertation is concerned primarily with music =etting. 1 com-
pare terminology in several other fields to that used in music in See. 5.3.
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1.3. PROBLEMS AND GOALS

Music notation is like the written notation of virtually every natural language in
that it was not designed by any specific person or group of people; rather, it cvolved
over a period of centuries. In the case of CMN, this evolution took place mostly in
Europe between about 1000 and 1600 A.D., although a small amount of further
change has occurred continuously since then, Although CMN originated in a manner
similar to natural langnage notations and has many structural similarities to them, it
is quite different in not being based on any fixed character set, no matter how large,
and in relying much more heavily on symbol position to convey information. This is
an indication of the enormous complexity of CMN[3}, and is a reason why a music-
notation formatting program is fundamentally different from, and much more
difficult than, a text-formatting program. In a word, CMN is essentially graphical;
written natural language is not.

Thus, a music notation system has immediate interest from a computer science
standpoint because it attacks a highly complex graphics problem —in fact, one of a
complexity that has never been handled very satisfactorily by computer alone, that
is, without a substantial amount of manual intervention.[4} This is certainly true,
because much music exists whose correct formatting requires considerable intelligence
{(well beyond the mate of the art of artificial intelligence), and some musis exists
whose correct formatting probably requires full humar intelligence. These are strong
and obviously unprovable assertions, but ! will give some arguments and many exam-
ples to support them (in Chapter 2).

An interesting graphics problem that occurs in music notation apd that has
definite artificial intelligence implications is that of placing symbols to avoid colli-
sions. How can it be insured that slurs (for example) do not run into noteheads!
The problem is greatly complicated by the fact that some collisions are perfectly
acceptable: for example, published music frequently has siurs intersecting barlines or
accidentals (see Sec. 2.5). Even if one can detect abjectionable collisions, what should
be done when one is found! What symbol or symbols should be moved, and where
to! Similar situations can occur in other graphics domains, for example in cartugra-
pby (labelling map features) and electronic design {positioning components and
paths). Substantial work has been done on this problem in both domains; however,
little if any is general enough to apply to musie notation. This is not surprising
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because any truly general solution to this problem would really be a solation to what
Hofstadter has called [HOFS83a] “the slippability problem" of artificial intelligence.

I discuss collision avoidance in Sec. 5.2.1.

Thus, one of the main goals of this work is to find usable approximate solutions
to problems in graphics whose complete solution is certainly many years, probably
decades, off. Additional goals are:

(1) To gather explicit knowledge about one of the most sophisticated notationai
systems in existence, namely CMN. There are of course many books on music
notation, but all, or nearly all, were written by musicians for musicians, and the
natural result is that they make enormous assumptions.[5] A related problem
with all of the books ! am familiar with is that they sometimes give incorrect
rules in conjunction with correct examples, apparently as a result of generalizing

improperly. We will see an exampie of this in Chapter 4.

(2) To investigate progrzm portability and user interface problems in a graphics
program of significant complexity.

The analogy between writicn language and CMN made above is an extremely use-
ful one, and 1 will return to it repeatedly throughout this dissertation. Natural
language formatting is a process most computer scientists are at least somewhat fam-
iliar with; an enormous amount of study has becr devoted to it; and pearly all of the
problems it involves occur in music formatting (along with numerous others). Furth-
ermore, this analogy has barely been hinted at in the existing literature on music set-
ting, either by hand or by computer. ! will particularly rely on two well-knowsn
text-formatting systems for examples: Knuth's 'TiX, primarily because its underlying
philosophy is exceptionally general and so it provides far more interesting ideas than
do most text formatters, and the UNIX TROFF system, simply because this disser-
tation was formatted by it and I am more familiar with it than any other syatem.

A uzeful discussion of many aspects of computer setting of music, including the
bistory of music printing and several purely graphical problems, appears in David
Gemberg's dissertation [GOMB75]. Gomberg also does some philosophizing on the
relative merits of batch and interactive approaches, from which 1 quote in See. 3.4.



1. Intrnduction 5

1.3.1. This Work Related to Artificial Intelligence

The relationship between this work and artificial intelligence {Al) is worth
commenting on. A major point of this dissertation, made especially in Sec. 2.5, is
that programming “Fully Automatic High-Quality Music Notation" (henceforth,
“FAHQMN") is a research problem in Al, in fact one that is well beyond the
state of the art; for precisely this reason my program, SMUT, is not an Al pro-
gram. 1 wanted a program of practical value and felt that I could write one only
by eschewing Al techniques and not sttempting to accomplish true FAHQMN,
Let us consider what the possible ways are of approximating FAHQMN.

The wording of the =beoos “Polly Augtomatic High-Quality Masic Notation™
suggests three possible types of compromise:

{1} Not being Fully Automatic, i.c., the user must tell the system more than the
bare minimum that one would need to tell an expert human music engraver.
For example, an experienced engraver can decide correctly in almost all cases
what notes to beam together {see Sec. 2.2.3.2.2) and where to position the
beams; however, doing so sometimes requires (as I have already suggested)
considerable understanding of music, so no program in exiatence can do as
well as a human expert. In fact, some systems never beam notes together at
all unless they are explicitly told where each beam should begin and end. A

“variation on this is Herex PARC's Mockingbird (Sec. 3.4), which generates a

non-standard time notation that does not use beams at all; however, it pro-
vides powerful interactive tools for converting this notation to CMN. The
level of automation of a system is, admittedly, a rather fuzzy concept: How
automatic is a system that decides automatically what notes to beam
together and where to position the beams; that makes frequent and elemen-
tary mistakes; and that allows overriding its decisions? What if it provides
ne method for overriding its decisions! What il it makes only ocessional,
relatively sophisticated mistakes? -Thia question is also related to the
batchfinteractive dichotomy. One might argue that a batch system that
allows overriding of its decisions is de facto more antomatic than an other-
wise identical interactive system that allows overriding its decisions, since
the manual override will be far less convenient and hence far less often used
in the batch case.
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{2)

{3)

Not being High Quality. Some aspects of high quality in music notation are
very straightforwaerd, e.g., the shapes of “fixed” symbols such as clefs and
accidentals. Others are less obvious and interaet with point 1, Full Automa-
tion. For example, a system might — left to itself — draw a slur that would
be fine in another context but that intersects note st>ms unnecessarily., If
this system is not fully automatic and allows changing the shape andfor
position of the slur, it is still capable of high quaiity.

Not covering all of Musie Notation, i.e., handling only a subset of music
potation. In this thesis I comsider only CMN, which — extensive though it
is — already excludes a great amount ol music notation in the broadest
sene. Also, as we will see in Secs. 2.3.8 and 5.2.3, most of the really hard
problems of music notation are exacerbated by complexity of *“texture”, that
is, by the presence of multiple independent voices on a staff {se2 Sec. 2.3.8
for a definitior of “texture” and Secs. 2.3.1 and 2.3.2 for definitions of
“voice” amd “stafl’"). As a result, few systems can bandle more than two
independent voices on a stafl. Again, interactions among the compromises
exist: no system | know of handles more than two independent voices per

atafl automatically.

In my opinion, every existing CMN setting system, including mine, compro-

mises on not one but at least two of the three aspects —in most cases with the

author's conscious intent, in some without, As ! have already suggested, most sys.

tems compromise the most on point 1, Full Automation, while my system

compromises primarily on point 3. See also Sec. 5.2.1.4.

1.4. METHODOLOGY AND SCOPE

The main methodolozy of the research was to write a program:

(1) Capable in design of handling virtually all Western music (art or otherwise)

writien from about 1600 to 1945, and in implementation of handiiang, in art

musie of about 1700 to 1935, nearly all wind music, all string music that does

not involve “muitiple stops™ {two or more simultaneons notes), texturally simple
keyboard music {c.g. Bachk Two- 2nd Three-Part Inventions, some of Bartdk's
Mikrokosmes but almost no Chopin), and many orchestral scores (limited in

number of voices only by memory and plotter capability}. More speciBcally, the
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implementation is able to handle one or two rhythmically independent lines on a
stafl with each line having only one note at a time, and any number of staves
(again limited by computer memory). {Much atring music has oceasional chords
of two to four potes. Of course, mest piano music has chords of up to five
notesa. The Bach Chaconne for unaccompanied violin has, in places, three
rhythmically independent lines; piaro music such as Chopin's sometimes has
this feature and often has lines moving from one staff to another.)

(2} Able to produce publishable and pearly “publication’ (i.e., typical engraved
music) quality.

{3) Portable from computer to computer, including minicomputers and large micro-
computers, by virtue of an appropriate programming language and style. For
several reasons inciuding that of paragraph 6 below, [ used FORTRAN 1V,

(4) Portable to any reasonable graphic output device, either raster or random scan.
This was accomplished (though at considerable cost in efficiency and program-
ming effort) by assuming s minimal sct of primitives, specifically those which:
draw a vector, write a string of characters in an undefined font, and convert a

number to a string of characters and writs it.
(5) Efficient (in spite of paragraphs 3 and 4) and reliable enough for practical use.

(8) Integrated with the existing Indinna University Computer Masic System
{BYRD77a] to facilitate practical use,

This program, named SMUT (System for MUsic Transcripticn), is batch-oriented,
not interactive. It is clear to me that a really vseful music noiation system needs to
be interactive; however, it also needs alf of the capabilities of a batch system, so that
I feel essentially none of my work has been wasted. This relates to the question of
“levels of control” in a system's user interface, which I feel has been neglected by
moat system designers; see Sees. 5.2.3 and 5.3.1.

1.5. OVERVIEW

The remainder of the dissertation is organized as follows,

Chapter 2, “Notation Systems and Music Notation"”, has three main sections.
The first, “Conventional Music Notation for the Computer Scientist”, is primarily
intended to give the computer scientist who knows little or pothing about CMN
enough background to understand the remainder of this and following chapters. It
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should also be of interest to persons looking for a description of music potation that
is much more systematic than the usual ones, though it is still far from formal in the
mathematical sense. The other two sections are “A Comparison of Notation Sys-
tems" and “"Counterexamples”. These are intended to back up my assertions about
the complexity of CMN and the intelligence required to produce it correctly. In a
sense, these sections provide the justification for this dissertation in that they show
kow diflicult on several different levels music setting is.

Chapter 3 is “Background and Related Work". It discusses the three parts of the
entire CMN problem {what to print, where to print it, and printing it) and
approaches to CMN output, and summarizes the work of several researchers on
automating music notation from the 1950's to the present. It also gives some back-
ground for my own work., One of the other aspects of “the musicians’ problem”
mentioned at the beginning of this chapter is important to CMN output systems,
namely CMN input systems; these are discussed in this chapter at some length.

Chapter 4 describes “How SMUT Works"™. In order to give the reader some intui-
tion about the problem, it begins by pointing out problems in setting several sample
excerpts of music of increasing complexity. It then discusses the basic “Principles of
Operation™ of SMUT's four passes, then goes into detail about some of its more
interesting features, especially those relating to rhythm. The chapter closes with

further discussion of the setting of ane of the sample excerpts.

Finally, Chapter 5 is “Conclusions”. Although the combined eflorts of many
workers have led to considerable progress towards a really useful automatic notation
system, music itself {and, thersfors, music notation) is muck tooc complex to yield
fully to a mere 25 years of work. As [ have already peinted out, many of the prob-
lems in CMN setting also occur in other domains, so one might instead go back 35
years to the first electronic computers —still not long enough to solve problems of
such magnitude. In this chapter I discuss the work that remains to be dope. For
example, I say quite a bit about the collisivn-avoidance problem mentioned above,
which is very important in several domains. I comment on the difficulty of handling
complex textures and its relationship to collision avoidance. 1 also discuss “Editing
and Formatting, Design and Drafting” and the importance and problems of systems
that support multiple levels of control.
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NOTES

{1} An entire book about computers and music was published as early as 1958: [HILL59].

{2} To my knowledge one previous dissertation in computer science has been devoied to this sub-
ject, namely [GOMBY75]. Unlike me, Gomberg did not actually implement a music formatting
syatem, although he did analyze many of the problems. There have also been several disserta.
tiona and master's theses in both music and computer science devoled to more or lesa closely
related issues, ¢.g., [PRER71], [KNOWT1], [MOORTS], [RENDSI].

13} As further evidence, a standard text, [READS9], is 482 pages in lenzth. See also Chapter 2,
especially Sections 2.3.6, 2.4, and 2.5,

[4] Several systems {eg. Armardo dal Molin's “Music Reprographics” system [DALMT7S,
DALM78], Leland Smith's MSS [SMIT73, SMIT78]) do quite well either by relying on a human to
interactively “guide’’ the computer, or by requiring manual finishing of the printed music after it
has been computer drawn.

|5] The standard texts are [READGD], [ROSS70], and [STONB80]. The closest thing 1 know of to
an explicit statement of the rules of music notation is in [ROSST0]. This is still no more than, to
choose a number, 5% explicit (a3 compared to the usual value of, say, 2%).
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Notation Systems and Music Notation

2.1. INTRODUCTION

Of the many forms of music notation in use around thz world, my work is con-
cerned exclusively with the one most familiar to Westerners: the notation developed
originally for Western music of the last few hundred years and pow in use for many
types of music, especially art music. [ will call this notation “conventional music
notation”, or “CMN" for short.

Like the written notation of virtually every natural language, CMN was nat
designed by any specific person or group of people; rather, it evolved over a period of
centuries. In the case of CMN, this evolution took place mostly in Europe between
about 1000 and 1600 A.D., =lthongh its roots go back far earlier and a small amount
of change has occurred continuously since 1600.

Understanding any notation requires an understanding of the information the
notation attempts to eapture, In the case of CMN, four types of information are
involved, namely the four parameters of musical sound {at least according to Western
music theory): piich, time, loudness, and ffmbre.[l] The basic principles of the
representation are simple. CMN uses a hizhly modified two-dimensional Cartesian

coordinate system to represent the four parameters:

(1) Pitch is represented explicitly along the vertical axis, although the representa-
tion is nonlinear and complex, It relies heavily on the #faff, a set of five hor-
izontal lines for reference (see Sec. 2.3.2).

(2) Time is represented fairly explicitly along the horizontal axis; this representation
is also nonlinear and even more complex. (“Duration” and, especially,
“rhythm" sre higher-level temparal aspects of music; more will bs said about
them below. Furthermore, “time" is often used by musicians as a synonym for

“meter", but | use it here in its more colloguial sense.)

10
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(3) Loudness (closely related to “dynamica™) is mostly implicit. When it is given
explicitly, it is by means of verbal comments, usually in Italian and often abbre-
viated, plus a very few symbols,

{4) Timbre (identical to “tone gquality”) is represented in two distinct ways, one
mostly explicit. the other largely implicit. The explicit method is vsed in com-
positions for several players to specify whirh notes belong to which player and
instrument; this constitutes a partial specification of timbre. This is sccom-
plished (to oversimplify slightly) by having several carefully aligned staves and
using the appropriate cne for ecach sound. Selection of a specific timbre from
the (usually ill-deficed) set available on the specific icstrument is mostly
governed by unwritten convention. When it is written, it i3 expressed in very

much the same way as control of loudness.

To restate the situation, the horizontal axis represents pitch. A very short verti-
cal axis represents pitch; it is repeated several times, once (more-or-less} for each
possible value of “player' in the piece in question. Thus, as Spiegel kas pointed out
[SPIE83a], three dimensions are squeezed into two in a way that is often used with
graphs, by having one two-dimensional graph of variable 1 against variable 2 for esch
value of variable 3. Additional loudness and timbre information is given verbally,

and still more is implicit.

The above list gives the parameters in roughly decreasing order of importance in
Western music theory. It is not surprising that this is also a decreasing ordering of

the explicitness with which the parameters are represented in music notation.[2

A major complicating factor in CMN is that most Western music consists of
several synchronized lines going on simultaneously. This would be only a minor com-
plication if the lines were notatiopally independent and merely needed to be aligned,
as with a sct of simultaneous equations; in fact, however, they can interact in rather

complex ways (cf. Secs. 2.3.6 and 2.4).

I CMN did not concern itself with communicating this rather large amount of
information in an efficient, i.e., “high-bandwidth™, way, its structure could stil} be
relatively simple. However, CMN is extremely concerned with hich-bandwidth com-
munication, and in particular high-bandwidth communication of music written in 2
particular style: it is optimized for music in approximately the style of Mozart or
Beethoven, i.e., typical Western art music of the last half of the 18th or first half of
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the 10th century. Gomberg makes some perceptive comments on bandwidth in CMN

snd its relationship to standardization [GOMBTS, p. 7]:
Professional musicians usually cannot enamerate {the conventions of CMN], but they
ate well aware of them through experience. The basic reason that music setting
must abide by these conventions is that music is {often) read in petformoance at a
rate much faster than most persons read ordinary text, and any deviation from the
conventional causes the eye to hesitate and thay affects the ability of the musician to
perform ... The nsituation is aggravated by the short rehearsal time available in
most . .. orchestras. Orchestra players do not attempt to memorize their parts, but
instead read it during a performance, Thus it iy imperative that music is pristed in
the manner expected by these musicians.

In short, bandwidth is vitally important in CMN because music is a performing art
and because the notation is used in real time during performances. (Another
interesting comsequence of these facts about music is the importance of properly

chosen page turns: see Sec. 2.3.6.4.)

Although CMN originated in a manner similar to natural language notations, it is
quite different in that it is not based on any fixed character set, no matter how large,
and in that it relies much more heavily on symbo! position to convey information.
We will discuss this difference in detail in Sec. 2.4, “A Comparison of Notation Sys-

tems'.

It may appear at first that CMN is a gigantic “kludge” ~a formidable
hodgepodge of poorly organized and confused ideas which is simultaneously excessive
in complexity and lackiag in precision. Indeed, over the centuries dozens, if not hun-
dreds, of attempts to reform music notation have been made, some superficial, scize
far-reaching.[3] I disagree strongly with the view that CMN is badly in need of
reform. Some of CMN is indeed overly complex, and some of it is insufficiently pre-
cise. But for the style of music for which it evolved —if I can read purpose into the
process in retrospect ~- CMN i a remarkably successful system. Furthermore, CMN
has proven flexible enough to be adaptable in almost any direction. Rather than
complain that a system that works superbly for Besthoven does not work =o well for
Xenakis, we should marvel that it warks for Xenakis at alL[4],[5]
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2.3, GENERAL DEFINITIONE

2.2.1. What Is Notation?

A standard unabridged dictionary, [MERR34)}, gives six definitions of “nota-
tion". The first three are not relevant to us. Pefinition 4 is
act, process, or method of representing by a system or set of marks, signs, figures,

of characters; any system of characters, symbols, or abbreviated expressions used
in an art or science, to express technical facts, quantities, ete.

Definition 5 is of mathematical notation, and 6 {by far the longest) of music nota-
tion, More formally, Goodman [GOOD768] discusses notation from a logician's
standpoint. It is beyond the scope of this dissertation to go intc detail, but he
distinguishes between notational schemes, the criteria for which are purely syn-
tactic, and notational systems, which must satisly semantic requirements as well.
He concludes {p. 183):

The main corpus of purely musical characters of the system [of conventional

music notation] . . . appears on the whole to meet the semantic as well as the syn-

tactic requirements for a notation. The same cannot be said for all the numerical

and alphabetical characters that alse occur in scores.

In any case, Goodman admiis that kis definitions are far from ordinary usage, and
for our purposes the informality of the dictionary definition will be quite satisfac-
tory. Any references in this dissertation to notational systems should be taken
informally unless specified atherwise,

2.2.2. What Is Conventional Music Notation?

I have not really defined conventional music notation (CMN) yet. For the
purposes of this dissertation, an informal definition will do: CMN includes any
errangzment of the symbols in general use by composers in the Eurcpesn art
muitc tradition from about 1700 to 1935, used with the meanings that were stan-
dard: (1} if the notation was mades between 1700 and 1055, ot the time it was
made; {8} if the notation was made before 1700, with the meanings of 1700; or {8)
if the nolalion was made ofier 1835, with the meanings of 1035. Thus, I am refer-
ring to a large set ¢i conventions for semantics ax well as syntax, although my
primary concern is with syntax. The endpoints 1700 and 1035 are somewhat arhi-
trary.[8] As the above definition implies, and as I said in See. 2.1, music notation
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has actualiy changed continuously for centuries, although relatively slowly over
the 1700 - 1935 period. Semantic changes within the period were more suhstan-
tial than syntactic ones, but atill not very great.[7] Note also that I do not insist
that, to qualily, music must actually have been composed or notated betweep
1700 and 1935: most of the works of Elliott Carter, for example, are expressed in
CMN, even though they were not written until the 1940's and after.

2.3. CONVENTIONAL MUSIC NOTATION FOR THE COMPUTER
SCIENTIST

This section is devoted to a series of explanations and tutorial examples that
assume no previous knowledge of music notation. I hope thereby to make the rest of
the dissertation understandable to the nonmusician, especially the computer scientiat.
My intent in this section, then, is to impart a "reading koowledge™ of CMN. To
that end, I will concentrate on the principles of CMN; I will also discuss many, but
nowhere near all, of the details of CMN. For example, the gquestion of when note
stems should go up and when they should go down is not discassed here. I will, how-
ever, point out a few “writing knowledge" problems to give a feel for the complexity
of CMN. Two good introductions to CMN for the layperson are [SEEG73] and
[SHANS?]. For more details from a musician’s perspective, see the standard texts:
[READE9], [ROSS70}, and [STONS0]. Three more specialized books, [DONAS3,
[GOMB75), and [READ78], are also useful. Finally, [RAST82] is a good historical
study of Western music notation. Of all these, [ROSS70] is the only one that gives
any signifcant oumber of explicit “writing knowledge’ details, although it still omits
far more than it includes. What [ROSS70] describes is also the closest to CMN;
{READE9] and [STONBS0} include a great deal of zew music notation that is not
standard — not yet, at any rate. Chapter 4, “How SMUT Works", gives more expli-
cit information than any of these sources on certain topics, for example rhythm nota-
tion and horizontal positioning of symbols (often called “justification”, or, more accun-
rately, “punctuation”).

2.3.1. Definitionc

Before gouing on, we need some additional terminology. Much more will be
introduced as we go,
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As | have =aid, most Western music consists of several synchronized lines
going on simultaneously; these lines are technmically called voices, regardless of
whether they are performed by singers or instruments. Note that a multivoice
composition may be playsd by oue persom, e.g., on the piano. The concept of
“voice' is subtle and really needs more attention; we will return to it in See.
2.3.6.

In music in any of the styles that are notated with CMN, each voice consists
of a series of tones, usually having cither constant or {for percussion instruments)
indefinite pitch, and intervals of silence. The symbols for the tones are called
noles; for the intervals of silence, resfa.[8]

A acore is the music potation for a composition to played simultancously by
one or more performers giving the music to be played by all performers, with
vertical alignment indicating the temporal relatiorships among notes and rests in
different voices, If there is more than one performer, the performers do not ordi-
aasily play from the score; instead each playn (or sings) from a part, showing only
what she or he is to do.[8] In such a case, the score is for the use of conductors
and persons studyiog the music.

A aystem is a set of two or more staves (aee Sec. 2.3.2 for the definition of
“staves”) connected by a vertical line or brace at the left, describing the music to
be performed simultaneously by one or more performers. In a scare, every page is
made up of one or more systems. Parts can also include systems, since some
instruments, for example the harp and the piano, are written on more than one
stafl.

A movement is either a complete musical composition or the largest subdivi-
sion of a musical composition. Movements are nearly always separated from sur-
rounding movements by major changes in the characteristics of the music apd are

usualiy separated by silence as well,

2.3.2. Pitch Notation

Fig. 1 shows the piano keyboard (in relation to two stzves with clefs, which we
will discuss shortly). It is well known that musical pitches are described by the
letters A through G. These letters correspond to the white keys on the keyboard

in a pitch range of one octave, ie., a frequency range of 2:1 (under ordinary
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circumstances, pitch is logarithmically related to frequency]); then they repeat.[10}
Thus, the piano keybeard covers slightly over seven octaves. It has eight notes
called “C", one of which is called “middic C" (circled in the figure). The eight
C's are in the frequency ratio (from left to right on the keyboard)
1:2:4:8:18:32:04:128 and have actual frequencies from about 32.7 te 4188 Hertz
(cycles per second). There are many systems for combining letter names with
octave designations; by far the most sensible is that used by the Acoustieal
Society of America, In this aystem the octave of the keyboard starting with the
lowest C is labelled 1. Octaves above (to the right) are labelled with increasing
integers, octaves below (to the feft) are labelled with decreasing integers — though
numbers below 0 are hardly ever needed! In this system, then, middle C is “C4"™,
So far we have labelled all of the white keys of the keyboard, but none of the
black keys. We'll fill this gap shortly.

Fig. 2 shows a musical ataff {plural sfaves), consisting of five parallel lines;
this particular stafl has a treble clef at its left end. As I bave said, vertical posi-
tion in CMN indicates pitzh; however, the correspondence is not fixed, but
depends on the clel. Notes are restricted to vertical positions centered on staff
lines or on the spaces in between; each of these positions corresponds to the
letter name of a different pitch. The letter names for treble clef are given in the
figure. Note that E and F both occur twice, but in two different octaves, namely
octaves 4 and 5. The other clefs are shown in Fig. 3. With baes clef instead of
treble, the bottom line of the staff would be G2 insiead of E4. The torrespon-
dence between position and piteh for treble and bass clefs is shown in Fig. 1. The
less common alto and fenor clefs respectively make the bottom line of the staff F3
and D3. Rigid conventions determine which clef or clefs can be used for a given
instrument or voice. Only trable and bass clefs are ever used for the piano, for
example.[11)

In Fig. 4 a note is added to the staff, specifically a whole note (this term is
defined in Section 2.3.3.1} with pitch ES. In Fig. 5 a flaf is added, which lowers
the pitch to E-flat 5. Now we are ready for the black keys. Fig. 6 again shows
the piano keyboard, this time only one octave but with all keys labelled. Clearly,
counting both black and white keys, there are 12 notes in an octave; the 13th
note repeats the initial one an octave higher. These are equally spaced on a
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logarithmic scale of pitch [12], and the distance between any two consecutive
notes is called a semitone. However — to oversimplify considerably ~- at critical
points in the history of Western art music, only seven of the 12 were used at a
time to make up the basic pitch material of a composition, with the other five
being used for embeilishment; many aspects of pitch notation reflect this histori-
cal inequality of importance. One such reflection is, of course, the arrangement of
the piano keyboard into black and white keys, and others are the facts that onlyr
the white keys have independent names (the letters A through G) and positions
on the stafl. The five black ker pitches may be obtained by accidentals - - semi-
loeal pitch modifiers — two of wkich are the flat (down one semitone) and the
sharp (up one semitone). (Fig. 7 shows the five accidentals: double fiat, flat,
patural, sharp, and double sharp. Double flat and double sharp have the effect
one would guess, namely two semitones in the appropriate direction each; they
are used only under special circomstances. I will discuss the natural shortly.)
Since there is no black key between B and C, B-sharp is the same as C, and C-flat
is the same as B.[13] Likewise, E-sharp is the same as F, and F-flat is the same as
E. 1 call accidentals “semi-local' because they affect, not just the following note,
but all notes with the same letter name and octave until the end of the measure
(defined in Sec. 2.3.3.2).[14}

In Fig. 8 the flat accidental has been removed and a key sfgnature containing
two flats has been added. The key signature is a global pitch modifier, global in
two senses. One is its scope: it applies, not merely for the rest of the measure,
but for the rest of the movement ar until explicitly changed. The other is vertical
applicability: if B-flat and E-flat appear in the key signature (as here), B's and E's
in all octaves are flatted, mot just in the octaves where the flat signs appear.
How, then, is it possible to write unflatted E if E-Bat appears in ths key signa-
ture! By putting another accidental, a natural, in front of the note (Fig. 9). To
testate our sccidental-scope rule, any explicit accidental — double flat, flat,
natural, sharp, or double sharp — averrides the key signature or previous acciden-
tals, with a scope of the rest of the measure.

We now know enough notation to be able to notate most pitches in the middle
of the keyboard, namely those that bappen to fall on the staff in whatever clefs
the instrument allows — for the piano, treble and bass. UnZortunately, most of
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the keyboard does not satisfy this condition. We can't even notate middle C
{C4), which (as Fig. 1 shows) is above the staff in bass clef and below it in treble
¢clell Two devices exist to solve this problem: ledger lines and octave aigns,
Ledger lines (Fig. 10) are simply temporary extensions of the staff upward or
downward. A very convenient way to extend the ataff’s pitch range by ancther
octave and a half is with four or five ledger lines (more or less). With more than
this, it is too easy to misread the number of ledger lines, and something else has
to be done. That something is the octave sign (Fig. 11), which temporarily moves
all pitches up or down au octave: up if the octave sign is above the staff, down if
it is below.[15] The notes in Fig. 11 have the same pitches as those in Fig. 19,
namely D3 and A0, As the figure shows, ledger lines and octave signs can be used
together.

2.3.3. Time Notation

2.3.3.1. Notes and Rests Alone: Duration

As [ have said, time is represented in CMN on the horizontal axis: the
music is read from left to right (except, of course, across line breaks).

Of all the symbols in music notation — clefs, key signatures, notes, rests,
barlines, ete. — the only ones that actually occupy time in performance are
notes and rests. In a given musical voice, notes and rests are performed “end-
to-end™, each one beginning at the moment the previous one snds. The durs.
tion of 3 mote or rest is just the amount of time it occupies, {The term rhytim
refers to much more complex and higher-level concept; we will postpone dis-
cussing it for a while.} The common basic durational symbols for both notes
and reats are shown in Fig. 124, and some of the relationships amozg them are
shown in Fig. 125. A sixteenth-note is shown with its parts labelled in Fig.
13.{16] It can be seen that the names of the durations are mostly ordinals of
powers of 2. The basis of time notation is the idea that the duration of one
specific symbol is specified (sometimes very implicitly, not to mention vaguely);
all other symbol durations are relative to that one, in an extended binary sys-
tem. For example, a piece might be marked “M. M. J= 80", an explicit
statement that there are to be 60 quarter-notes per minute. (This marking is
called a tempo mark. Tempo marks set a global variable relating to time; they
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are simply positioned horizontally at the point where they are to begin taking
effect. Other tempe marks — “accelerando”, "ri!.-é.rdando", ete. ~ deacribe
gradual changes of tempo, so that, on a graph of tempo against time, more-
or-less general line segment functions are available.) Naturally, quarter-notes
last half as long as half-notes and twice as long as eighth-notes, four times as
long as 16th-potes, etc. There is one exception to this scheme: the whole rest
bas the duration of a whole measure, which may or may not equal 3 whole-
note or two half-rests. (See below for the definition of measure.)

Clearly the list of durations that can be potated in this way has intolerably
large gaps. What if “third-notes” are wanted! These gaps are filled in in

several wayn.

(1) The most general extensior is the fie, a curved line that combines two
notes of the same piteh into one continuously-sounding note (Fig. 14).
Ties can be used consecutively, so that three or more notes are combined
into one.{17]

Ties are very general, but alone are not sufficient to satisfly the needs of real
music. There are two specific situations that are still not adequately taken
care of; each has a corresponding notational device.

(2) The more obvious situation is the oceurrence of durations whose ratios to
any basic duration cannot be expressed in binary with any finite number
of digits, and which would therefore require an infinite number of tied
notes. The “third-note"” is an example, This is handled by a device that,
unfortunately, has at least six names. We will call it the groupef; it is
also known as the artificial, irregular, or cztrametric group, and (less sen-
sibly) as the unequal rhythmic group or irrational rhythmic subdivision.
By far the most common example is the triplet (Fig. 15), whose three
notes{18] are each reduced to 2/3 of their normal duratiops. (The little
“3" is called an “accessory numeral™[18].) Unfortunately, as in so many
aspects of CMN, as soon as one leaves the most common situations, the
rules become both complex and vague. The qnc.-ltion here is what dura-
tional values should be used within the groupet. Consider, for example,
two ways of notating a septuplet with a tota! duration of a half-note
(Fig. 18). The first way follows the triplet example by using within the
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)

gronpet cighth-notes whose durations are greatly redaced: 7/8 >> 1/2.
(The rule here is to “retain the note-values of a regular note-division for
the faster, irregular pattern, until the next, shorter regular division, and
thus the next shorter note-value has been reached.” [STONSO, p. 130
Under this rule, groupets always reduce durations.) The second way uses
within the groupet sixteenth-notes whose durations are alightly increased:
7/18 < 1/2. The (relatively few) proponents of the second method argue
that the inconsistency of having groupets sometimes shrink durations and
sometimes stretch them is more than compensated for by the advantage
of using notis whose effective durations are much closer to the normal
ones. The situation is further complicated by some musicians' using one
method in binary rhythmic division levels (see See. 2.3.3.2) and the other
in ternary division levels. All one can say in general is that potes and
rests within groupets always have more than half their normal durations,
and nearly always less than their full normal durations. Fortunately, it is
almost always possibl: to tell from contexi what the composer
intended.[20] Nested groupets are also possible, but they are relativaly
rare.

The other problem eituation is purely a matter of readability: notes with
durations of one-and-a-half times a basic duration cre extremcly com-
mon, and without some additional notational machinery, music would be
crowded with thousands of ties. The augmentation dot (Fig. 17) allows a

single note to represent not only these durations, but a superset of them,

namely those of the form Y dxZ% where d is one the basic durations.
=g

Specifically, the above formula describes a note with n augmentation
dots; n=0 or 1 is common, 2 fairly rare, 3 or 4 very rare.[21] The vertical
position of the dot depends on wkether its note is centered on 3 space or
a line. Dotas belonging to "space™ notes siways appear directly to the
right of the notehead; dots belonging to “line” notes appear in the mid-
dle of the next space up if there is only on= voire on the staff. If the staff
is shared with other voices, dots belonging Lo “line” notes may appear in
either the space just above or the one below. For more on this question,
see Sec. 2.3.6.2.1.



2. Notation Systems and Music Notation 28

CMN also has a facility for describing notes of indefinite but {usually)
short duration, informally called grace nofes. Their notation is just like that
of ordinary notes, except that they are smaller and often have slashes through
their stems (Fig. 18). No additional time is allocated for grace notes; they
usually take time from the preceding, but scmetimes from the following, note

or rest,

2.3.3.1.1. Artlculsation and Phrase Marke. The zctual durations for
which notes are sounded are usually less than the written durations, the
missing time being filled with silence. The fraction of the total written
duration that is sounded is affected by symbols called pArose marks and
articulation marks. The slur is the standard phrase mark. Grecphically,
slurs (Fig. 19) are curved lines, in high-quality notation thickened in the
middle; they extend from one note to a later one, frequently many potes
later. Figs. 19a and & show slurs with zero inflection points, ¢ a alur with
one inflection point; the latter two figures involve twe staves, as in piano
music. It is quite dificult to describe the =et of possible shapes of slurs
preeisely, but I will say more about them in See. 2.4. As Fig. 19 shows,
slurs ean look very much like ties, and, in fact, the possible shapes of slurs
are a superset of those of ties. Their meaniugs are also related to those of
ties: ecach note in the compass of a stur should ceeupy its full written
duration, with silent time reduced to zero. Henceforth in this dissertation
“slur” should be taken to mean “phrase mark, slur or tie™ unless atherwise

noted.

Other articulation marks apply to a single note at a time and can,
among other thingy, either decrense or increase the proportion of the note's

time that is sounded. For examples of articolation marks, see Fig. 33c.

2.3.3.2. Notes and Rects In Context: Rhythm

The chapter on “Duration and Rhythm" in [STONS8O] begins with the
statement (p. B1):

In ail other chapters, the notational signs and procedures are prasented as iso-
Iated phenomena, divorced, with very {ew emceptions, from any musical con-
text. This cannot be done with rhythm. For rhythm to be perceptible as
such, a context is easential. Stated more simply: = sixieenth note by itself is



2. Notation Systems and Music Notation 27

no more than a time value; it becomes a thythmic phenomenon only in the
context of what happens immediately before and after,

This context dependency makes rhythm one of the most difficult aspects of
music to discuss or even to define. For our purposes, however, we may con-
sider any particular rhythm to be a periodic pattern muck like 3 “ruler func-
tion™ that describes the relative perceptual salience of notes and rests, Ruler
functions are so called becaunse of the similarity in appearance of a graph of
one to a series of tick marks on a ruler; see Fig. 20.[22] The horizontal axis in
the graph represents time, the vertical axis salience. ! will use the term
rhythmic atrength to refer to the relative perceptual snalience of a given tem-
poral point in a specified meter.[23] The different rhythmic strengths can well
be considered to establish a hierarchy of levels. Rhythm is expressed in sound
in several more or less subtle ways, the most important of which is by increas-
ing slightly the loudness of notes that begin ot rhythmically strong momentas.
It is expressed in CMN primarily by auch symbols as time signatures and bar-
lines and secondarily by modifications to notes such as substitating beams for
fiags. Almost all music written in CMN is divided into measures (also called
bars) which are delimited by barlines (Fig. 1), a measure being everything
between two barlines. A fime signaturc or meter signature (Fig. 22) is a sym-
bol, moat often one integer above another[24], that specifies the meter of the
music and thereby indicates two things: the total (relative) duration of, and
the underlying rhythmic structure of, each measure.[25] Unfortunately, the
two things are too complex to be encoded in a straightforward way in the two
integers. For example, 3 shove 4 (which we will write ““3/4") means the dura-
tion of the measure is three quarter-notes and the rhythmie structure is that
given in Fig. 23; 4/4 means the measure duration is four quarter-notes (one
whole-note), and the rhythmic structure is that of Fig. 24. 6/8 describes a
meter with the same measure duration as 3/4, but witk a different rhythmic
structure, namely that in Fig. 25. These examples suggest another way in
which rhythm is like tick marks on a ruler, namely that divisions on all levels
are usually binary, but need not be. Nonbinary divisions occur in music ouly
at the top level or two —rarely, at the top three levels — and when they do,
according to most experts, they are always ternary.
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2.3.3.2.1. The Ciassification of Meters. Several terms are in use to

describe the different types of mc&m; in order to discuss SMUT"s rhythm
clorification and automatic beaming (see Sec. 2.3.3.2.2) capabilities later on
{Sec. 4.4), we will need to know what they are, First, though, we need
anather picce of terminology. A beat is one of a series of temporal points
that, in the words of an elementary text, [WINOT78}, recur regularly for any
given section of musis

at a rate of speed that is appropriate or “natural” for the music. Sing a

march or a college “Hght song" and clap as you sing. You will probably

find that you are clapping at a rats of about 120 to 140 claps per mizute,

You are clapping the beat,
Agother definition of “beat” is given in a standard music dictionary
[APELGS]: “the temporal unit of a composition, as indicated by the up and
down movements, real or imagined, of a conductor’s hand.”

[APELAGS)] says about meters (emphasis mine}:

According to whether there are two, three, or four units [i.c., beats] to the

measare, one speaks of duple (2/2, 2/4, 2/8), triple (3/2, 3/4, 3/8), or

guadruple  {4/2, 4/4, 4/8) meter.. All these are simple

meters . . . Compeund meters are simple meters multiplied by thres: com-

pound duple (6/2, 6/4, 6/8), compound triple (9/4, 9/8), compound qua-

druple (12/4, 12/8, 12/16).
This rather confusing terminology may be best illustrated by comparing
several time signatures, each of which describes a measure with 3 total
duration of three quarter-notes: 3/4, 6/8, and 12/18. See Table 1. The
boldface indicates the beat in each case. Taking 6/8 as an example, the
table shows that a measure is composed of two dotted quarter-nctes, each
cf which is a beat: this is the top level. Each dotted quarter is composed
of three eighths, which is the second level. Each eighth, in turn, is com-
posed of two sixteenths, which is the third and last level shown in the
table, though one could continue the process indefinitely. Note that across
the three meters in the table the durational usits on the top two levels
vary, but in each case the third level consists of 16th-notes.

[APEL69] does not mention meters with more than four beats, but they
certainly exist: for example, 5/4, 15/18, and 7/8 are sometimes called
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TABLE 1. Time Signatures and Their Usual Structores

Division level 3/4 6/8 12/16
Top 3 quartars 2 dotted quarters 2 dotted quarters
2ad 2 eighths 3 eighths 2 dotted elghths
3rd 2 16ths 2 16ths 3 16ths

"“Division levels” are of the measure. Entries in bold indicate beats,

mized meters, since the beats are grouped alternately in twos and threes.

Now we are ready to consider the simple-compound dichotomy. It
relates to what happens on the first level below the beat: meters are simple
if the top-leve! divisicn of the beat is into two parts, and compound if the
top-level division of the best iz into three parts. Thus, 3/4 is simple triple;
6/8 is compound duple; and 12/18 is compound quadruple. A good rule of
thumb, used by my program SMUT, is that if the “numerator” is a multi-
ple of 3 but greater than 3, the meter is compound and three of the
“denominator” durations form a heat. Otherwiss the meter is simple and
ane of the “denominator” durations is a beat. Note that this is only a rule
of thumb, not a decision procedure. None of the standard texts gives any
rules whatsoever, but the examples all give are compatible with this rule.

2.3.2.2.2. Beams. Flags on notes are very often replaced by beams (Fig.

26). The basic function of beams is to increase the readability of music by
grouping Dotes according to the underlying rhythm. In Read’s words
[READE, p. 81):

No comment is necessary to peint out the superior clarity of the beamed
example below 3 opposed to the contrasting dense foreat of individual
flags outlining the same pattern {Fig. 27). The vivgal advantsges of
beaming can be further illustrated by a comparison of the following two
versions of a compound iwo-beat meter. . . (Fig. 28}
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6/4 time is like 8/8 in consisting of two groups of three units each, not
three groups of two units: both meters are compound duple. But in 6/8
the upits can be beamed; in 6/4, they cannot. One more example: the 3/4
time passage in Fig. 294, if written in 8/8 t.ifne, would probably be beamed
as in Fig. 204, However, as usual, there are no hard and fast rules; in par-
ticular, the rhythmic level included by beams is indefinite, but is influenced
by rules like “don’t include too many notes in a beamed group."[28] Very
roughly, “too many" probably means any number larger than about 8, In
Figure 205, we beamed together half the measure — three eighths — bue
with 32nd notes in 8/8 time, that structure would produce 12 notes in a
group, which would be hard to read (Fig. 304). One sclution would be to
beam together only four-note groups (Fig. 308). The best solution might
be to “structure” the beams, as in Fig. 30e. This piece of notation illus-
trates a distinction that is ocasionally useful, between primary beams
(which include the entire beamed group) and secondary beams (which do
not). In Fig. 30c, there is only one primary beam (the long one on the bot-
tom).

There are several more peculiarities of beams; the only one U'll iHlustrate
is the so-called fractional beam, where a beamed group includes an isolated
note that requires more beams than ¢ither of the adjacent notes (Fig. 31).
The question of which way the fractiopal beam should point is complex. In
Fig. 31s, there is no ambiguity, since it must stay within the beamed
group. In Fig. 313, the fractional beams are pointed 3o that the rhythm is
clesrly shewn.[27]

2.3.3.2.3. Rhythm Concluded. Movements of real music frequently begin
with partial messures, informally called “upheata™ and formally termed

anacruses (the singular is “anacrusis”).[28]

For a full discussion of some aspecta of proper rhythm notation,
developing the rhythm clarification and fractional beam pointing algo-
rithms used by SMUT, see See. 4.4.
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2.3.3.3. The Horisontal Axis

As | have said, time in CMN is represented [airly explicitly along the hor-
izontal axis. As one might infer from the presence of evenly spaced horirontal
reference lines — the staff fines — but not. vertical ones, the rules here are far
less defipite than for the representation of pitch on the vertical axis. The
basic idea is that horizontal distances suggesf time intervals but do not specify
them: there is no isomorphism. Specifically, the ideal distance between con-
secutive time-occupying symbols ~— notes or rests -— increases with the amount
of time separating them, bot more alowly than linearly. It would be too
wasteful of space, in a piece that includes 64th notes, to allocate whole notes
64 times more room. We will discuss specific rules in Chapter 4, “How SMUT
Works™. In any case, several factors result in the continnal violation of ideal
spacing rules, For example, the presence of accidentals and dots on short
notes may force them to be given more room than they would otherwise get
(Fig. 32). The existence in music of multiple voices which must be synchroa-
ized profoundly affecta horizontal positioning rules; see Sec. 2.3.0.2, “Compli-

cations Involving Multiple Voicea”, below.

2.3.3.4. A Non-CMN Approach to Time: Spatial Notation

A very different and generally much simpler approach to notation of time
has achieved fairly wide use in 20th-century music. Spatial or proportional
notation is definitely not CMN; however, it is worth briefly describing here,
since it is of some relevance to computer masic setting (see, for example,
IMAXWB83]). Spatial notation differs from CMN only in notation of time, in
which respect it is somewhat like player-piano rolls: there are no time signa-
tures and no quarter-notes, eighth-notes, ete.: instead, ths horizontal axis is
linear, and time is proportional to distance. Notcheads are not connected to
flags or beams of the ordinary kind, but (unless very short) are followed by
horizontal lines called “extenders” to show how long they are to be held.
Thus, the time component of spatial potation is clearly not {in the terms of
Goodman; see Sec. 2.2.1) a “notational scheme": precise interpretation of time
values is not possible. For an extensive discussion of spatial notation, see
{STONS0].
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2.3.4. Notation of Loudness

The cotation of loudness in CMN is not only relatively nonexplicit, it is also
relatively simple and undeveloped. The most explicit it gets is the appearance of
verbal comments — uspally in Halian and frequently abbreviated — plus a few
special symbols, just above or below the notes they aflect. Most of the common
markings with their abbreviations are given in Table 2. (The “hairpins” are usu-
ally horizontal but need not be.) As is evident, most of the markings simply
specily dynamic levels; a few, pamely the hairpins, indicate gradual change from
oge dynamic level to another. The scope of markings of the latter type is some.
times indicated clearly, sometimes not. Thus, il we assume that *grsdual
changes™ are linear, these markings make it possible to specify loudness as a line-
segment function of time,

TABLE 2, Dynamic Markings

Symbol Name Meaning
PPP pianississimo  as soft a9 possible
re pianissimo very soft

P piano solt

mp mezzopiano moderately soft
mf mezzolorte moderately loud

! forte loud

i fortissimo very loud

Jii fortississimo  as loud as possible
mee==  “hairpin” incrense londness
crerc. crescendo increase loudnesa
—=—=w=  Yhairpin" decrease loudness
dim. dimingendo  decrease londness

_—l e Mgwell'* increase, then decrease loudness
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2.3.5. Notation of Timbre

Notation of timbre, i.c., tone quality, in CMN is so nopexplicit that many
works of 19th-century composers do pot contain a single timbre indication other
than the bare indication of which instrument (or voice) is to make which notes,
and many works of earfier composers do not even include that. J. 5. Bach's great
Art of the Fugue, written in 1750, contains barely a hint as to what performance
medium he intended., Furthermore, when timbre notation does appear, it is
nearly always expressed by instructions that tell the performer what to do to pro-
duce the desired timbre—not with a description of the timbre itself.[29] For
notationa! purposes, though, all that matters is that, like loudness, timbre is
notated mostly with verbal cornments above or below the relevant notes. For
example, string instrument music frequently contains the indications “pizzicato™
and “arco': respectively, “gluck the strings”, and “use the bow' (the latter being
the default). The scope of each of these markings extends until it is explicitly
overridden. However, if a composer wants some potes plucked while others are
bowed, a non-verbal symbol is available: the plucked notes can be indicated with
a little “+" just above or below the notcheads.[30] There are also ope or two
types of timbre information that are conveyed by actuslly changing the shapes of
the noteheads, e.g., to diamonds or “X"s.

Even though we supposedly have now covered the notation of all four parame-
ters of musical sound, I have just mentioned for the sccond time (cf. Sec.
2.3.3.1.1) an important feature of music notation: small symbols associated with
a note that appear just above or below the notehead. Discussion of this
phenomenon really belongs in the next section.

2.3.8. Why Things Are Really More Complicated Than They Seem

There are several rea=ons why CMN is really more complicated than the
presentation above suggests, even though the basic principles are as described.
Some of these reasons apply to single-voice music and to individua! voices in
multi-voice music; some are a result of interactions between voices in muolti-voice

music, Still others are nc” on the level of vaices at all, but relate to page layout,

I said in See. 1.3.1 that most of the really hard problems of music notation are
exacerbated by complexity of fexture. The term is difficult to define. It was
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adopted from its usage with textiles, where it refers to “the character of a woven
fabric resulting from the arrangement, size, quality, ete., of the fabric's threads.”
[WORLS84] Texture in music notation has to do with voices and staves and their
interrclationships. Any example of single-voice music has the simplest possible
texture, Slightly more complex is music on any number of staves with exastly
one voice on each stafl; more complex still is music on any number of staves with
two voices on some staves; and the most complex textures — and those that are
most difficult to notate — involve staves with three or more voices and/or voices
crosaing staves, i.e,, not belonging always to the same stafl.

Having said this, | must add that the term voice is ambiguous. When, for
example, a pianist plays a melody accompanied by a succession of three-note
chords, the chords might be connted as three voites or as one voice that is “thick-
ened"”. The latter sense is more wseful from the standpoint of notstion, and it is
usually — though not always — the sense | intend.

2.3.8.1. Complications within a Single Voice

Our “modified coordinate system” model of CMN is farther modified by
the fact that certain small symbols can appear above or below any notehezd:
these symbals can affect any of the parameters — pitch, time, loudness, and
timbre - of that note alone. Common examples in each category of these
symbols, which we will call 'note modifiers”, are given in Fig. 33.[31]

{a) Pitch modification: microtonal (less than a semitone) pitch modifiers.
These are really not standard CMN, however.

{6) Time modification: fermata or Aold, staccato mark, tenuto mark. These
last two are articulation marks, which we have mentioned before (in Sec.
233.1.1%

{c} Loudness modification: aceents,

(d) Timbre medification: *+" (plocked string, mentioned abave), 0" (open
string), ete.

A related but more complex phenomenon is that of ornaments, pitch
modifiers whose notation is usually similar to that of the simpler nots
modifiers. The main difference is that ornaments are like macros, each one

expanding (often in a very ill-defined manner) into a series of shorter potes
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whose total duration is equal to that of the original note. See Fig. 34 for
several common examples, namely one (rill and two turns. The trill zlways
involves rapid alternation between the given note and one a step higher, but
the starting note, the speed of the alternation, and the total number of notes
are ucdefined. Ornaments are like macros even to the extent of allowing
parameters; the second turn in the figure illustrates this. An ornament that is
notated quite differently is the fingered tremolo (Fig. 35); it is actually a gen-
eralization of the trill with an arbitrary distance between the two pitchea.

Finally, character strings are used in CMN for many purposes. Three that
hove already been discussed are tempo marks, indications of loudness, and
instructions related to timbre. Two more ussges, both important, are:

(1) In vocal music, to give the “lyrica”, the words to be sang. This is done
simply by placing them below the appropriate staff, the first letter of
each word or syllable aligned with the note it is sung to, or, if the word
or syliable is sung to several notes, with the note on which it begics.

(2} In any kind of music, for miscellancous verbal directions to the perform-
ers. These are most often in Italian. Many are indications of the geperal
character or moed of a composition or passage, for example “dolce”
(sweetly), ‘“leggiers’’ (light or nimble), “tout devient charme et douceur™
{all becomes charm and sweetness), etc. Other directions to performers
are harder to classify. In keyboard music one finds markings like “L.H."
{play with the left hand) and so on.

The various usages of character strings are differentiated partly by posi-
tioning and partly by different typefaces.

2.3.8.2. Complications Involving Multiple Voices

All the complications within s single voice just discassed are relatively easy

th to describe and to deal =ith. Those involving multiple voices are neither.
Multiple-voiced music can be notated in either or both of two ways: with mal-
tiple staves, and/or with mulitiple voices on a single staff. Multiple staves
bring in szome additional complexity, but the overwhelming mnajority of

difficult situations arise with multiple voices on a single staff.
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2.3.9.2,1. Two or More Voices Sharing a Staff. Two voices sharing a
stafl are basically accommodated by some simple modiBeations of the stan-
dard rules. For example, stems for the opper voice are always pointed up
and for the lower vciz= down, and slors, ornaments, and groupet accessory
numerals all move to the outside, Many problems can arise, however. For
example, the voices can cross, so that the upper voice is temporarily lower
in pitch; in this case interference between symbols in the two voices,
requiring some repositioning, is quite likzly. With more than two voices on
a stad, nothing is styaightforward. (Bach's Siz-FPar? Ricercare from The
Musical Offering is a spectacular example: it has threc voices per staff
almost continuously.) In fzzt, variable numbers of voices on a staff and
voices moving from one stafl to apother are not at all unusnal; thess
occurrences sometimes leads to ambiguities when fewer than the maximum
pumber of voices are present. [STONBO] includes some excellent discussion

of such problems.

One of the most difficult problem areas with multiple veices sharing a

stafl relates to horizontal positioning.

2.3.8.2.2. The Horizsonta! Axis Revisited. At this point, we need
another piece of terminology. A hunk is a set of symbols in CMN that
includes one or more notes, all beginning at the same time, and that, from
a potational standpoint, behaves as a “nearly” inelastic unit.[32] That is,
the entire hunk can be moved left or right, but no symbol in it can be
moved independently more than a small distance, {Hupks cannot be
moved vertically, since this would chunge the pitch of the notefs).)
Although the notes and/or rests in a hunk must all begin at the same time,
they may have different durations and so may end at different timas. A
camplicated bunk might include several noteheads on a common stem,
accidentals and dots for some, and an accent mark.

Horizontal positioning in multi-voice music is much more complex than
in single-voice music. For one thing, since time is indicated on the horizon-
tal axis, intuition demands that E;ny note or rest beginning after another be
indicated by its positioning further to the right, even if the notes are in
different voices. In fact, in CMN, this is always done. Fig. 38 {page 85 of
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an orchestral score, "The Housatonic at Stockbridge” from Charles Ives’
Three Places in New England (1911; Mercury Music, 1935)) shows an
exceptionally complex situation. Look at the rhythm starting one quarter-
note into the measure and ending two-quarter notes in. Here six different
instruments are to play two, three, five, six, seven and eight notes, respee-
tively, in the same amount of time, and therefore the notation interleaves
two, three, five, six, seven and eight hunks in the same amount of space,
Thus, if the voices were superimposed, their hunks would interleave in the
correct order,

Intuition also suggests strongly that synchroniration be indicated by
exact vertical alignment. Again, the rule follows intuition, but in this case
significant exceptions can occur when multiple voices occur on a single
stafl. The rules depend on whether the voices have separate stems for
their noteheads or share stems. Fig. 37 illustrates the former case, Fig. 38
the Iatter. In each figure, see a for the normal positicning of two simul-
tancous notes. &, ¢, and d illustrate the two bzsic problem situations, both
involving notss close in pitch, in which standard practice is to move one
notehead to the side. Positioning of the augmentation dots is also affected
bere. The first situation (4), where the notes sre on adjacent space and
line positions, is relatively straightforward and, unless the voices cross in
two-stem notation, is always handled in the ways shown. The second
situation {c and d), where the notes have exactly the same vertical position,
is more complex: in two-atem sotation, if the notes have the same type of
head, same accidental, and same number of augmentation dots, and both
have stems {i.e., they are hall-notes or shorter), than a single head is used
with atema going both up and down (Fig. 37¢). If ope or more of these
conditions is violated, as in 4 and 38¢, two heads side-by-side must be usad.
{[STONS8O, pp. 125 - 26}, makes the potential difficulties here quite clear.)
The presence of accidentals in both veices can make matters still worse, as
in e, an *“altered npison'; in one-stem notation it is written with the
unususl “split stem™. Finelly, consider f, where the notcheads are now far
enough apart to be vertically aligned, but one of the associated sccidentals
still has to be moved.



Figure 37. Two voices sharing a staff, lwo stems
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All these prablems zzd mzre oreur in rexl mmsic. Fig. 30 is an early
example of a split stem, from the Chopin Etude, Op. 10 No. 11 {written
about 1832}, A more complicated situation is Fig. 40, from Bach's famous
Chaconne (from Partita No. £ in D minor) for solo violin. Here we have
{at least in theory} four indenendent voices on one staff, in this case the
only way to show the independence of the voizes that have stems going up
is to displose one note horizontally a bit. Since the same problem aituation
as in Fig. 376 is also involved, we end up with three different horizontal
positions for a single point in time. Notice that the editor of this edition
chose to position the augmentation dot on the top note between tie stems
of the next two lower notes, presumably to minimize the horizontal dis-
tances between the three positions. One might, of course, argue that (not-
withstanding the way Bach wrote the manuseript) the voices are really not
independent, since all but the top one have identical rhythms in these
measures, and that therefore several noteheads could be put on one stem;
this would alleviata the difficulties considerably. However, in the Brahms
Intermezzo, Op. 117 No. 1 (Fig. 41}, no such solution is poasible, Here, the
notation is only trying to show two independent voices per stafl (each
“yoice™ having a chord at this point), and these voices have totally
different rhythms, The difficulties arise for three reasons. First, each
chord involves notes on adjacent line and space positivns, so two horizontal
positions are involved within esch chord. Second, the “pormal”, stem-
direction-determining noteheads are on the left in the top stafl and on the
right in the bottom stafl, and “the noteheads that determine stem direc-
tion [must be] veriically aligned” {ROSS70, p. 150); thus the abnormal
noteheads are on opposite sides of the aligned ones, and we are up to three
horizontal pesitions. Finally, for reasons that are hard to put into words
but obvious from the graphics, the eighth-notes synchronized with the
chords cannot be put in any of these three positions, and we end up with
four different horizontal positions for one temporal point.[33]

These last few examples are all cases where normal symbeol positioning
rules had to be modified to avoid “collisions”. Avoiding collisions
antomatically is a difficult problem of computer graphics in general, and we
will retarn to it in See. 5.2.1.



Figure 40, Bach: Partita Ho. 2 i D miinor for solo vielin, Chaconne. beginning.
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Figure 42. Berg: Violin Concerto, p. 1.
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2.3.8.2.3. Multiple Staves for One Instrument. [ have already men-
tioned a few simple instances of notation specific to a musical instrument
or family of instrumeats. CMN i in fact loaded with instrument-specific
features, some of which are highly complex. One of the most important
examples is keyboard — piano, organ, harpsichord, etc. — notation, which,
according to Read [READSS, p. 300} is “basically geared to the division of
iabor between the hands, with every notational element affected in some
way by this consideration.” {34] The most obvious feature of keyboard
notation supporting the “division of labor™ is, of course, the use of multi-
ple staves — normally two, but occasionally three or even four — for a sin-
gle instrument. One of the complications that can result from this
automatic interdependance of multiple staves is a voice or voices crossing
from one stafl to another; another complication is stems with noteheads on
more than one stafl. Several of the “Counterexamples™ below, e.g., Figs.
53, 54, and 59, illustrate tkese and related situations.

2.3.8.2.4, Multiple Voices as a Hierarchy. Multiple-voice musie can be
viewed most generally ss involving a hierarchy. This structure is impor
tant because, generally speaking, the more closely related two voices are,
the more strongly their notation ean interact. This is the main reason that
the slurs jumping staves in Fig, 42 (from the Berg Violin Concerto) are so
curprising. Fig. 43 (from Schénberg's Pierrot Lunaire), where all three
staves belong to one performer, is much less interesting. The hierarchy is
easy to overlook becanse one hardly ever sees more than 2 few of its levels
used simultaneously, but it is partly illustrated by a compiex orchestral
score like Fig. 44 (Beethoven, Symphony No. 8,1, p. 1). The possible levels,

from oatermost (most inclusive) to innermost (least inclusive), are[35):

(1) Ensembles “tc perform in different locations of the hall” ISTONS0, p.
172]. Relatively few compositions (the polychoral music of the 16th
century Venetian School, Bartdk's Music for Strings, Percussion, and
Celesta, etc.) exploit this device,

(2) Families of instruments (brass, strings, etc.). Usually indicated by
large square brackets in the left margin and/or interruptions in bar-

lines.



Figure 44. Beethoven: Symphony No. 9,1, p. L.
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(3)

(4)

(58)

Sets of like instruments (horns, violins, etc.). Often indicated by
small square or curly brackets in the left margin.

Individual instruments, Most commeonly, each occupies a single staff,
Instruments that take more (e.g., piano, harp) have corly brackets in
the left margin. When two or (rarely) more instruments share a staff,
the rules for multiple voices on n stafl given in See. 2.3.8.2.1 take

effect.

Voices within an instrument, whether op the same staff or nat.

2.3.8.3. A Complicstion Slightly Related to Multiple Voices: Cues

An interesting notational problem arises when, is musie for several per-

formers, which obvioualy implies multiple voices, one performer has a long

period of silepce. Even though CMN conveys rest durations unambiguoualy,

is clear that the performer might make a mistake and resume playing at the

wrong time. The notational device called the cue, an excerpt from another

performer’s part printed with smaller than ususal saymbols, is intended to allevi-
ate the problem. [DONA6O3] comments:

Any cue selected to aid in entry should be one that is easily heard by the
player at rest. In many cases it may be the most prominent melodic line, but
it need not necessarily be that; it might well be activity of immediately sur.
rounding players. For example, il Trombone I has been resting for thirty-
five measures and is to be cued for entry, the cue might be a2 alightly eariier
entry of Trombones I and 11 if they, too, had been silent for a period.

2.3.8.4. Complications Unrelated to Voices: Page Layout

Two further complications in CMN, which I alluded to in the introduction
to this chapter, have nothing to do with voices, but rather are matters of page

Iayout. One results from a unique fact about music: it is an 2rt that is usu-
ally performed with instruments that occupy the performers’ hands, and often
from written notation rather than from memory. The resulting complication
is that of page turns. Iz the words of [READGS] (p. 442):

Page turns in ipstrumental parts can make or break a work. Having to stop
playing to turn a page canm quite literally break the continuity of the music;
the fact that the copyist has not provided (or logical and accessible page
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tores can easily turn the pesformer againat the mausic itsell.

A comment by William A. Watkins, a commercial music engraver (in the loose
sense of someone who sets music by compuater), is even more to the point
[WATKa2]:
... the enormous problem of [placing] page turns, particularly when there
aren’t any convenient measures [of] rest at which to place them...can in-
volve knowing which notes can be played with only one band by the particu.
lar instroment; ensemble seating arrangements (we cnce had to put an in-
struction in a clarinetist’s part to turn the bassoonist's page); whether a pas-
sage is solo or tutti {in the event that the passage musf be interrupted by a
page turn); etc. I wouldn'’t care to iry to write a program to encompass all
of these things,

{Some parts, e.g., strings in an orchestra, are played largely by several per-
formers in upisop ~ “tutti” — but with occasional passages played by a single
performer — “sola’™.)

Az Lawrence Bodony has poinicd out [BODOS3], putting page turas in a
conductor's score presents a quite different but probably equally difficult set of
problems. The conductor always has an empty hand, so rests are not impor-
tant, but she or he would rather not be confrouted with numerous actions

(e.g., cuecing performers) to be taken instantly after a page turn.

Finally, there is a very strong tradition in CMN that the music should not
end just anywhere in the middle of the last page, but should completely ill it.
There is no cbvious reason for this,

2.4. A COMPARISON OF NCTATION SYSTEMS

Is CMN really that complex! !s it more complex than, say, Chinese writing, or
mathematical notation (to mention two systems with reputations for great complex-
ity)1{38] This question is too vague to answer meaningfully uzless we first pin down
the meanings of the terms “CLiness writing” and '‘mathematical notation™ as we
have already pinned down “music notation" (by using the better-defined term
“CMN", i.e., “conventional music notation™; see Sec. 2.2.2).

By '“Chinese writing"”, or more generally any natural language writing, we will
mean writing of ordinary text; we exclude tables, crossword purzles, concrete poetry,
and so on, which can extend the typographic characteristics of the langnage almast
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indefinitely, Similarly, “mathematical notation” herein will exclude geometric
diagrams, graphs, and pictures like the ones commenly used in elementary caleulus
texts in discussions of volumes of rotation. These constraints are analogous to the
constraint of restricting music notation to CMN, especially since purely pictorial

representations have been used for music; see [STONSO] for examples.

To answer our question, we also need to distinguish among semantic complexity,
syntactic complexity, and graphic complexity. These three aspects — semantics, syn-
tax, and graphica = correspond to points along a line going from most abstract to
most concrete. The distinction between semantics and syntax is, of course, standard.
Graphics or, let us say, typography, is concerned with mapping zhatract objects (in
English text, for example, the word "typography"), into concrete ones (for example,
the two-dimensional visual pattern resulting from printing the characters “typog-" at
the end of one line and the characters “raphy™ at the beginning of the next, both in
10-point Palatine).[37] Typograpby is rarely considered along with semantics aud
syntax; however, much linguistics work is concerned with the avditory equivalent of
this abatract-to-conerete mapping, namely phonetics. In the words of Hofstzdter
{HOFS83a),

Syntax is a set of rules for mapping structures in 3 semantic apace of high dimen.

sionality down into a low-dimensional syntactic space. A syntactic space — ususlly

one-dimensicnal — is still an abatract space, involving a sequence of concepts, not
tangible or visible objects. Notation is a further mapping from the ahstract syntactic
spacz to the concrete, nsually two-dimensional, typographic space, Syntax is con-
cerned wilh conversion from time-independent semantic concepts to a time-
dependent sequence of structures which are still abstract, i.e., nonvianal. The syn-
tactic stage is a way station betwees the completely abstract semantic znd the com-
pletely concrete graphic levels,
To clarify this, the rules for determining what character in Chinese can legally occur
in a given context are obvicusly extremely complex (if indeed suzh rules exist, which
is far from clear): this is a matter of both semantics and syntax. However, the rules
that determine where and how to draw a Chinese character, once it is decided to use
it, are quite simple: this is a matter of typography. To put it a different way, typog-
raphy is what formatters and typesetters (whether humsan or computer) worry about.
Since a notation is simply a domain-specific set of rles for representing syntactically

Sidéivd injurmation in visual form (se= See. 2.2.1), it szhozld Lz ohvious ibas
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typagrapuic compiexity is the relevant one here, Therefore the relative complexity of
meaning conveyed by a page of Chinese or of mathematical or music notation need
not be argued.

With these points settled, I think our initial questions (*Is CMN really that com-
plex! Is it more complex than Chinese or mathematics!") are easily answered.
Chinese is a good example to discuss first because its typographic complexity appears
great (at least to most persons whose native language is English), but is in fact no
greater than that of English — whick is to say, not great at all. Written Chinese
(Fig. 45, written in the recently-developed ‘“simplified characters”) involves some
thousands of rather complicated characters; however, these characters are simply
lined up side by side in lines or columns (both horizontal, as in the figure, and verti-
cal arrangements are actually used), and when one line or column is filled, another is
begun. Thus, a piece of text in either Chinese or English is conceptually a one-
dimensionzl scring of characters, alf roughly the same size and chosen entirely from a
predefined set. The complexities that text-formatting programs deal with, in either
language, arise almoat entirely from the practical requirement of breaking the text
into numerous short segments to make it fit onto pages railier than scrolls.[38] The

same cannot be said of the complexity of music or mathematical notation.

Fig. 40 includes two examples of mathematical notation that appear in the docu-
mentation for a well-known mathematics formatter [KERN7S, KERN78a)] to show
the capabilities of the formatter. These two examples plus the set of simuitaneous
equotions in Fig. 47 show a fair amount of complexity; let us compare the notation in
them to the notation in Fig. 36 (the Ives page discussed previously). Neither is based
entirely on a predefined character set: mathematics has variable-size braces of several
kinds, fraction lines, radical signs, and such symbols as IDM I U N’ music has
note stems, stafl braces of two kinds, slurs, groupet brackets, “hairpins”, and ghis-
sando marks. Each has vertical-axis components that are intrinsic {i.e., not related
to the dimensions of the writing surface) in two different respecta:

(1) Each is composed of multiple horizontal lines of symbols where the vertical
alignment of symbols across all lines is significant. In the set of equations it
indicates correspondence among terms; in the music it indicates notes sounding
at the same time.



Figure 46, Mathematical notation
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{(2) Each has, within a single horizontal line, symbols whose meaning depends on
their vertical position relative to some reference point. In the mathematics
these symbols are, of course, the subscripts and superscripts. In the music they
are, primarily, the poteheads, although other symbols’ vertical positions can be
significant.

These differences between natural language writing on the one hand, and music
and mathematics on the other, are very deep. In a word, CMN and mathematical
notation are fundamentally graphical, while natural language writing is only inciden-
tally graphical.[36}

Is there, then, any difference in complexity between music and mathematical
notation! Yes: music notation is more complex, for at least four reasons, all of
which have already been mentioned; see Secs. 2.3.3.1.1, 2.3.6.2.1 and 2.3.0.4. For
one thing, achieving the vertical alignment of the items in the horizontal lines in the
mathematics is trivial: every hunk in every line must be aligned with a correspond-
ing hunk (or at least a vacant spot, av in Fig. 47) in each of the other lines. In music,
the relative horizontal positions of the hunks can be fairly complex, as in the Ives

example previously discussed.

Second and more importantly, below the hunk level, the horizontal lines in
mathematics are totally independent; vertically aligning the hunks is all that ia
necessary.[40] In contrast, horizontal lines (i.e., voices) in 5 musical score repeatedly
interact at all levels, sometimes to a spactacular extent. (I have already discussed
one important cause of this interdepandence, namely lines on one staff that are close
in pitch.) A simple example appears in Fig. 48 (Beethoven, Sympheny no. 9, Eulen.
berg edition, Ill, p. 138} in the second, third, and fourth measures of the clarinst
stafl, where there are two voices on one stafl, requiring each to make adjustmenta.

The third factor in the greater complexity of CMN is a question of character sets.
As | have said, neither mathematics nor CMN is based entirely on 3 predefined char-
acter set, but in several respects CMN is much further from having such a basis.
Oge of the non-predefined symbols in CMN — the slur — is more complex than any-
thipg | know of in mathematical notation. Slurs not only do not have a fixed size or
orieatation, they do not have a fixed angthing, other than what might vaguely be
cailed “siarriness”. An owtsmanding demonsuation of ibis face is found in Maurice

Ravel's Le Tombeau de Couperin (Fig. 49). Among other things, slurriness involves



Figure 48. Beethoven: Symphony Ne. 9, 111, p. 136.
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Figure 49. Ravel: Le Tombeau de Couperin.
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graceful curviness and forbids sell-intersection. It not only does not involve a fixed
shape, it does not involve a fixed or even a limited number of inflection pointsf41), as
th: Ravel example shows. It also does not require continuity (see Figs. 42 and 55,
the latier actually a tic), altbough “graceful curviness” probably implies several
derivatives at every point of continuity.[42] This last comment touches oo a deeper
reason why CMN is further from a fixed character set than is mathematics: interrup-
tibility is not a special feature of slurs in CMN, but is built into the system! In fact,
almost any line-like symbol in CMN can intzrrupt another one — or they can inter
sect. Numerous examples of these phenomena are cited in Sec. 2.5, In view of all of
this, it would not be an exaggeration t~ cav that, in the ordinary sense of the term
“charscter set”, there is no such thing as a music character set. CMN does indeed
have many characters — clefs, accidentals, and so on —in the narrowest sense of the
term, but it also has symbols like the siur that can only be called characters in a
very extended sense.

The fourth and final difference is related to the “practieal requirement" of fitting
the notation on pages instead of scrolls. In this respect mathematical notation is less
demanding than natural langaage, since individual pieces of mathematics nearly
always fit on a page. CMN, however, is more demanding than natural language. It
has all the line-justification, running header and footer, etc., requirements, plus two
more: page tarns, and filing the fast page.j43)

I might add one other observation. None of the terms *‘patural language writ-
ing”, “mathematical potation", "CMN" is truly well-defined — all three have fuzzy
bouadaries, notwithstanding our efforts to pin their meanings down. Therefore the
differences in complexity I have described are more a matter of practice than of
theory. One could probably invent a piece of notation as complex as almost any
CMN and argue with some force that it was legitimate mathematical notation{44];
but no existing mathematics formatting program — for example, Knuth's TgX
[KNUT79), the UNIX “eqn’ program [KERN78a] — deals with anything analogous to
the above four problems, and I doubt if anyone notices the difference. All serious
music foimatters deal with at least the first of the four. Nope handles the other
three fully, and many users are acutely aware of the lack.[45]

Fovr more evidence of the trickiness of CMN, see the next section.
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2.5. COUNTEREXAMPLES AND "“FULLY AUTOMATIC HIGH QUALITY
MUSIC NOTATION”

I have now presented evidence that CMN is more complex than soch cbvicus
rivals as Chinese writing or even mathematical notation. ! bave previously made
strong claims {in Sec. 1.3) for the complexity of CMN in abstract terms, specifically
that the correct formatting of a lot of music requires considerable intelligence
{perhaps beyond the state of the art of artificial intelligence), and the correct format-
ting of » small amount of music probably requires human intelligence, specifically
“common sense' — well-known bugaboo of artificial intelligence. | promised to give
evidence in support of this sssertion; it will be presented now, primarily through an
annotated set of examplss of published musiz. I call the items in this collection
“counterexamples’’ because they are intended to coupter the view that CMN, while it

may have many complex details, is in principle easily mechanizable.

One plausible cbjection to this collection is that thae'examp}u really are not
“conventional music notation”, but involve nonstandard extensions to it. This is
impossible to refute absolutely, since the boundaries of CMN — like everyihing else
about it! — are rother ill-defined. In particular, music notation is an evolving sys-
tem, so it might be claimed of any particular example that it includes notation that
really precedes CMN or that is new and has not yet become CMN. In order to
wesnken such objections as much as possible, I have included only examples published
by well-known music publishers and only from works of major composers, written
within the 1700-to-1935 period [ defined (in Sec. 2.2.2) as CMN. Composers
represented inciude Bach, Bartdk, Beethoven, Berg, Berlioz, Brahms, Chopin,
Debussy, ¥ranck, Grieg, Liszt, Mendelssohn, Mozart, Rachmaninoff, Ravel,
Schonberg, Schubert, Schumann, Seriabin, R. Strauss, and Wagner. Note also thas
this collection is far l[rom exhaunstive: it is based on an examination of a minute frac-

tion of the relevant musical literature.[46}

Ancther possible objecticn to many of these examples, particularly those classified
as “Collisions™, is that they are simply mistakes by the compeser or editor and thera-
fore show nothing at all abont music notation. Again, this cannot be refuted totally,
but in most cases the peculiar usage I am pointing out occurs several times in the
movement, In any case, I think the examples support each other and tend as a group

to undermine this obiection: if similar “mistakes" are committed o paper over and
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over again by highly reputable composers and publishers, how can anyone insist that
they arc mistakes?! Who makes the rules?

I want to emphasize that my point is not just that the rules of CMN are highly
complex. Rather, | am making an argument about music formatting analogous to Y.
Bar-Hillel's well-known argument [BARH80] about natural language translation: that
what he calls “Fully Automstic High-Quality Translation" requires full artificial
intelligence, ie., humap-level intelligence. What I call “Fully Automstic High-
Quality Music Notation" (henceforth, "FAHQMN") requires human-level intelligence
because:

{1} No set of rules that does not incorporate a high snough degree of Hexibility to
resolve a3 great variety of unanticipated conflicts can possibly handle all of
CMN.

{2) The only way to get that much Sexibility is with a system in which rules are
not. built-in but emerge from interactions on lower levels where competing forces
can interact in parallel in such 3 way that superior solutions “Hoat" to the top
[HOFS83).

(3) Finally, these lower-level pressures can involve the semantics of the music as

well as common sense to an arbitrary extent.

The key word is “unanticipated’: the variety of possible conflicts is so great that
anticipating all situations s out of the questiocs. Consider the Chopin Nocfurne in
Fig. 51. What imagipable algorithm would be able to position the beams in the
upper stafl as shown - a notation of doubtfu! “ecorrectneas”, but probably the best
that can be done with this musie! (On=» could, of course, handle it with (in the words
of [BARHS80}} “a completely arbitrary and ad hoc procedure whose futility would
show itself in the next example.")[47] A few more briel examples should drive the
point home:

{1) Dazciding where to placs page turns can involve such nonobvious “world
knowledge" as which notes can be played with one hand on the instrument in

question and enssmble seating arrangements (Sec. 2.5.0.4). Deciding what notes

to use as cues presents similar problems (Sec. 2.3.8.3).

{2) Deciding where to change clefs can involve a great deal of musical semantics.

{Thexe last two auestions are strongly reminiscent of the text-formatting



Figure 51. Chopin: Nocturne, Op. 15 No. 2.
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problem of avoiding *'semantically bad” line breaks discussed by Knuth and
Plass [KNUTB1].)

(3) For the sake of clarity, composers and editors frequently write redundant
accidentals, e.g., a flat in front of a pitch that is fatted in the key signature but
that had a natural in the previous measare, as in Fig. 54. The rules for use of
these “cautionary accidentals" given, e.g., by Stone [STONSO, p. §5] are highly
dependent on the semantics of music, especially on the complexity of the har
mony. {All thres of these points represent a different situation from the Chopin
Necturne in that the question here ic cne of choosing the best of several ver-
sions, all of which are absolutely standard notation.)

The question is one of what Holstadter calls “slippability'; see Sec. 5.2.1.4.

I hasten to add that I do not claim that situations requiring commonsense judge-
ments are as frequent in music formatting as in pataral language translation; they
probably are not. But they still occur reasonably often. So it is clear that writing
the ‘'ultimats" music notation syslemu —one that does FAHQMN —would be a
major problem in machine intelligence.]48] To my knowledge no one yst has even
attempted to handle music notation in this way (nor does it make sense to do so in

isolation from other prablems).

Most of the examples in the {ollowing list are from piano musie, which — because
of its textural complexity ~ is an especially fruitful source of unusual notation. The
examples are divided into several categories. Those in larger print with figure
numbers are quoted here, the others are not. Bibliographic information is given in
the format “(year of compoaition ; publisherfeditor , year of publication=code )"". In
many cases | have omitted one of the dates and/or the editor's name; nonetheless, it
should be still be clear from the format what is what. code in usedd when a single
publieation is referred to more than twice. In this case full information is only given
the first time, but a one- to three-character code is also given that is used in later
references.[49]

A very interesting and somewhat similar set of examples, much less extensive but

with detailed historical discussion, appears in the article “Natation” in The New

- frove Dictioncry of Music end Musiciens [GROVB0]. Another related set of exam-
ples appears in [MAXW83].]50]
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(1) Callisions, i.e., cases where two symbols averlap or touch. See Sec. 5.2.1 for an
extensive discussion of collisions and how n program might aveid them. An
intersection is a collision of two symbols each of which is linear, i.e., conceptu-

ally one-dimensional. Intersections:

Chopin: Nocturne, Op. 15 No. 2 (Henle=H) (stems and beams in different
voices): Fig. 51

Seriabin: Sonafa No. I {1802; Iniernational, 1875= 178}, p. 9, 21 (slurs in same
voiee): Fig. 52

Scriabin: Sonata No. 7(1911; 176), p. 138 — 37 (grace note beams and regular
note beams in the same voice): Fig, 53

See also:

Bach: B-flat minor Prelude from The Well- Tempered Clovier, Book I (1722;
Kalmus/Bischotf== KB) (stem and tie, stem and beam)

Bartdk: Piano Sonata (1926; Boosey and Hawkes), I, p. ¢ (ties and stems)

Bartdk: Rhapsody for Piano and Orchestra, Op. 1 (1904; Schirmer), p. 8 {hairpin acroxs
many stems)

Berg: Piano Sonata, Op. 1 {1008; Universal, 19267=U26), p. 1, 4. 5 {slur and tie)

Brzkms: Rhaprody in G minor, Op. 79 No. 2 (Peters/Sauer=PS) (hairpin and stems,
bairpin and accidentals)

Brahkms: Capriccio, Op. 78 No, & {PS), p. 18 (tie and stemas in same voice)

Chopin: Prelude in E minor, Op. 28 No. 4 {1835; Schirmer/Josefly= 51} [slur ang
heirpin)

Debussy: Reficls dans I"eau (1005) (slurs in different voices)

Schumann: Fiano Coneerle (Eulenberg) I, 68, 72, 85-88 (slur and hairpin)

Seriabin: Sonata No. 8 (176), p. 111 (deliberate intersections of slurs and note
modifiers)

Seriabin: Sonata No. ¢ (I76), p. 113 (alurs and stems in same voice)

Seriabin: Sonata Ne. § (I76), p. 172 (groupet bracket and slur)

Intersections of barlines and hairpins, barlines and slurs, accidentals and slurs,

and octave signs and slurs are too common to be worth listing. A few examples
of collisions other than intersections (most of fairly common typesk

Beethoven: Pianc Sonata, Op. 106 {1819; Universal/Schenker, 1923}, IV, p. 550
{notehead and trill}

Berg: Piono Sonaia {U26), p. 11 (petformance direction and hairpin)

Berliox: Symphonie Fantasiique (Eulenberg), V {stem and dynamic)

Brabms: Capriceio, Op. 76 Nz, 8 (PS), p. 23 (slur snd character string)

Brahms: Intermezzo, Op. 117 No. 3 (PS)}, p. 81 (slur and clef)

Mendelssaha: Violin Concerio, 1, m. 165 (fermaia for one staff and another stafl)

Ravel: String Quartet (1903; International}, 1, p. 19 (tie with key signature and
time signature)
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Schumann: Piano Concerio (Eulenberg), I, m. 2488 (stems and accents)

Scriabin: Sonata No. 5 (I76), p. 80 (ledger line, expression mark, bhzirpin)

Strausa: Alro Sproch Zorathusirg (1896; Edlenberg=E), p. 25, 29 {dynamic and
slur for different voices)

Wagner: Tristan und frolde, Licbertod (1865; Kalmus), p. 26 (slar and perform-
ance direction}

(2) Linear symbols isterrupted by other symbols. In every case | know of,
the apparent reason is to avoid a coilision. Interruptions of barlines are com-
monplace. A few examples are:

Beethoven: Symphony No. § (1823; Eulenberg), 1, p. 1 (barline interrupted by
performance direction)

Mozast: “"Dissonant’ Quartes, K465 (1785; Eulenberg), I, m. 21 (barline interrupted
by dynamic)

Strauss: Alee Sprach Zarathuatra {E), p. 84 (barline intarrupted by inatrument
number}

Wagner: Trislan und Jrelde, Prelude (Kalmus), p. & (barlines interrupted by
performance direction and dyonmics)

Other symbols interrupted:

Berg: Violin Concerto (1935; Universal) {slur interrupted by notehead):
Fig. 42

Debusay: Danseuses de Delphes from Preludes, Book 1 (1910; Durand == D)
(primary beam interrupted by noteheads): Fig, 54

Franck: Picce Heroique (Durand), p. 28 (ties interrupted by notes): Fig. 55

Berg: Piono Sonata (U26), p. 7 (one tie intersecting stems and interrupted by rest)

Brabms: Wallz, Op. 39 No. 2 (Internatiopal= I} [hairpin interrupted by alur)

Chopin: Efude, Op. 25 No. 6 (18381, Paderewski/Dover} (hairpin interrupted by
fingering)

Chopin: Noclurne, Op. 15 No. 3 (H) (ties interrupted by notes)

Ravel: Le Tombesy de Couperin (1917: Durand, 1918= D18), Prelude, p. 4 (primary
beam interrupted by clel)

Scriabin: Senata No. 1 ({176}, p. 9 (hairpin interrupted by beams)

Seriabin: Sonats No. 8 (I76), p. 108 (ties interrupted by beams)

(3) Symbols with nonstandard shapes or positions. In most casss the reason
is to avoid collisions; in some the symbol is being used for an unusual purpose.
(It is interesting to observe that when a slur begins or ends with a tied note, the
shar is — according to [READG69), [ROSS70), and [STONBO]— supposed to
include the entire tied series, but in practice very often does not. The apparent

reason is to shorten the slur and thereby make collision avoidance easier. This



Figure 54. Debussy: Danseuses de Delphes.
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Figure 56. Bach: B-flar Minor Prelude from The Well-Tempered Clavier, Book I
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is one of the most glaring discrepancies between CMN theory and practice.)

Bach: B-flat minor Prelude from The Well-Tempered Clavier, Book 1 (KB)
(two notes with the same vertical position connected with Neshaped
beam): Fig. 56

Berg: Violin Concerto (1935; Universal) (slur jumping staves and performers;
see [RASTS?2, p. 234]): Fig. 42

Chopin: Eiude, Op. 10 No. 11 (1832); Paderewski/Dover) (split stem, very un-
usual for the time): Fig. 39

Ravel: Le Tombeau de Couperin (D18), Minuet, p. 21 (slur with seven inflection
points): Fig. 40

Schonberg: Pierrot Lunaire (1912; Universal) No. 9 (“Gebet an Pierrot"),

m. 4, piano {slur jumping staves): Fig. 43

Bach-Hess: Jesu, Joy of Man's Deriring (Oxford, 1026) (notebeads on wrong side of

Sra::::::)]mcrm:zzo, Op. 119 No. 1 (PS) (stem only one space long)

Chopin: Preiude in € Majer, Op. 28 No. 1 (SJ) (very short stems, thin beams)

Chapin: Sonats No. & (Schirmer/Mikuli=SM), I, p. 66 (short stems, very thin beams)

Chopin: Sonata No. & (SM), 1, p. 70 (slur with two inflection points)

Rachmaninofl: Frelude, Op. 23 No. 4 (International) (slur with two inflection points)

Schabert: Imprompiu in E-flsl, Op. 80 No. 2 (Kalmus) (utep-runczwn octava sign)
Strauss: Also Sprach Zarathuslra {E), p. 141 {bent trill)

{4) Rhythm notation. Caution is necessary here because until about 1750,
thythm notalion conventions were considerably freer than later, especiaily for
dotted notes. Violation of vertical (rhythmic) alignment (see Sec. 2.3.6.2.1 for
discussion}:

Bach: Chaconne from Partita in D minor for Solo Violin (¢, 1720) (three stem
and notehead positions for one attack time): Fig. 40

Brahms: Intermezzo, Op. 117 No. 1 (PS) (two stem, four notehead
positions for one attack time): Fig. 41

Chopin: Nocturne, Op. 16 No. 2 (H) {one horizontal position — in fact one
potchead - for regular ard quintuplet 18th, for regular and triplet
16th): Figs. 51, 57

Bach: C-sharp minor Fugue from The Well-Tempered Clavier, Book 1 {KB) {three
notehead positions for one attack time)



Figure §7. Chopin: Nocturne, Op. 15 No, 2,

Figure 58. Bach: Goldberg Variations, No. 26.

Figure 59. Brahms: Capriccio, Op. 76 No. 1.
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Bach-tess: Jeau, Joy of Man's Desiring (Oxford} (three stem positions for one
attzck time)
Debusay: Les Collines d'Anacapri (D) (three stem positions for one attack time)

Other rhythm notation:

Bach: Goldberg Variationa {1742; Peters), No. 28 (change of meter in middle of
messure): Fig. 58 (initially, the upper stafl is in 18/16, the lower in 3/4)
Brahms: Capriceio, Op. 76 No. 1 (1879; PS) (written dotted half-pote with an

actual duration of eleven 16ths}): Fig. 59 (in 6/8 time)

Grieg: Albumblatt, Op. 28 No. 2 (Schirmer) (groupet notation that is unam-
biguous but very unusual and evidently pointless: octuplet 16ths are
identical to normal 32nds}: Fig, 60

Beetboven: Quartet No. 7 in F, Op. 59 No. 1 (Breitkopf and Hirtel), IV, pp.
20f. (note before barline with dot after barline[51]): Fig. 61

Bach: Cantafa No. 21 (1713; Dover {Bach Gesellschaft)), p. 88 (note before batline
with dot after barline)

Bach: Mass in B Minor (17321; Barcareiter), Symbolum Nicenum, p. 140 {time signatare
of slashad “2", a holdover from 17th century practice)

Bach: Prelude in D mojor from The Well- Tempered Clavice, Book H (1744; KB) (double
time signature of slashed “C", 12/8) _

Beethoven: Pisne Sonats, Op. 111 (Dover/Schenker), 1, p. 604 (change of meter in
middle of measure, hard to recognize because of unmarked triplets and becanse the
new time signature shoald really be 3/8, not 6/16)

Brahms: Trio in C minor, Op. 101, Il {double time signature of 3/4, 2/4)

Chopin: Prelude in € Mojor, Op. 28 No. 1 (SJ) (an instructive ease: the right hand
bas the same rhythm almost throughout, initially notated precisely, but after
a few messures oversimplified}

Chopin: Prelude in [} Mejor, Obp. 28 No. 5 (SJ) {eighth-notes starting a 16th-note
belare the barline)}

Lisgt: Sonelto [04 del Pefrarea (unmarked groupets; “frae’” measures of much
greater duration than time signature indieates)

Mosart: Fantasy in C miner, K. 475 (1785; Presser/Broder} (free mensures, 2s abave)

Rachmaainoff: Prelude, Op. 32 No, 3 (5 against 4 thythm in grace notes})

Scriabin: Sonata No. 10 {[78), pp. 198~ 98 (two time signature stacked vertically;
dotted barlines sometimes followed by time signatures)

Schumann: Symphony No. I, “'Spring" (KKalmus), I, pp. 88, 102 {change of mter
in middle of measure)

{5} Miscellaneous.

Debussy: La danse de Puck (D) (two clefs simultaneously active on one
stafl): Fig. 62



Figure 60. Grieg: Afbumblatz, Op, 28 No, 2,
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Figure 61. Beethoven: Quartet No. 7 in F, Op. 59 No. 1, IV.
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Figure 62. Debussy: La Danse de Puck.
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Debussy: Suite “Pour le Piano ' (1901; Durand), I (two clefs simultaneonsly
active on one stafl): Fig. 63

Debussy: Les Collines d’Anacapri (D) (8va and non-8vz simultaneously
on one stafl): Fig, 84

Berg: Piano Sonata (U26), pp. 8~ 9 (hairpin across page bresk)
Brahma: Baflade, Op. 10 No. 3 {1856; I}, p. 26 {two clefs simultznecusly active
on one stafl)
Brahms: Ballade, Op. 10 No. 2 {I} (tie between notehead and beam)
Chopin: Sonafs No. 1 (SM), 1, last measure {grace note with slur to fermata)
Debuasy: La Mer {(1905; Kalmus), H, p. 76, karp (beams in mid-air, accompanying
a glissando mark to suggest its speed)
Debussy: Suite Bergamarque (1890; Fromont, 1910), I {two clefs simaltaneonsly
active on caoe staff)
Debussy: Voiles (D} (two clels simultaneously active on ope stafl)
Rzvel: Le Tombeau de Gouperin {D18), Forlane (slur ending between staves in mid-air)
Scrisbin: Sonata No. 5 (176}, p. 90 (clef sharing horizontal space with note)
Scriabin: Sonsta Ne. 6 (170}, p. 108, 111 (tremolo involving tote cluster with split stem,
5o part of which is vertical)
Stranss: Also Sprach Zarathsalra (E}, Ist cello, p. 13 (clef sharing horizontal space
with nate}

NOTES

[1] If the reader feels that timbre is somehow mare complex than the other parameters, she or he
iy certainly correct. More elaborate classification schemes that subdivide timbre are frequently
given, bot for the study of CMN, they are quite unpecessary. An excellent recent study of timbre
from an experimental psychologist's perspective is [GREY7S),

{2] This situation is changing. Timbre, especially, plays a much larger role in music of the last 30
years than in earlier music. Music notation is responding by adding a large number of symbols to
describe timbre, See [STONSO0] for the most suthoritative discussion,

[3] A few of the better-known attempta are discussed briefly in [READGS] and in the article
“Notation" in [GROVS0].

[4] T refer bere only Lo bib insirumenini works, not his “electro-acoustic” (electronic) ones.

{5] This is not to say that we should ignore the shortcomings of CMN for new music, simply that
£ 24 NN {"oow music potation ) 1 needed, CMN is not shown thereby to be = bad system,
Times chaoge. For an excellent discussion, see [STONEO].



Figure 63. Debussy: Suite “Pour le Piano™, I,

Figure 64. Debussy: Les Collines d’Anacapri,
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(6] It is generaliy agreed that mensural notation, the previous notation system in Western art
music, died out about 1600, but its fast vestiges persisted well into the 17th century, so that 1700
is probably = safe starting point. See for example “Notation™ in [APEL69]. On the other end of
the period, after World War 11, composers started inventing new notation at s rapid rate, so that
1035 is a relatively conservative ending point.

[7] Perkaps the most significant change took place around 1750: the semantics of the augmenta-
tion dot {Sec. 2.3.3.1) became clearly what they are mow. Also, the modern scope rules for
accideatals (Sec. 2.3.2) becams fixed sometime between 1700 and 1750, A third change, in rules
for clef ussge, is mentioned in note 11 below. See [DARTS3] for a discussion of changes in the
semantics of music notation, many very significant, since the Middie Ages.

[8} A standard dictionary of music, [APELS0), defines nofcs as "the signs with which music is
written oa a stafl.” This definition might charitably be desctibed as haif-hexzrted.

[9] Actuaily, parts frequently include “cues”, brief excerpts from other performers' parts; see See.
2.3.6.3. Also, parts sometimes give the music for two or more related instruments, for example
two Sutes,

[10] This nomenclature agrees very well with perception. Two pitches tny acmber of octaves
apart do indeed sound very similar; the reasona for this are not fully onderstood.

{11] While these conventions have been rigid at any given point in recent musical history, they
have not remained constant, For exampls, alto and soprano voice are both pow written in treble
clel. In the early 18th century, alto voice was written in alto clef, while soprano was written in
soprano clef, which is now totally obsolete,

{12} This is an oversimplification. They are equally spaced in what is now the standard tuning
system for nearly all Western music, “equal temperament”. They are slightly unequslly spaced in
simost all of the many other tuning systzms that have been used in various places and times,
Even in Western music, the theoretically correct equzl spasing is not always used: see note 13
below. For more details, see any text on musical acoustics, e.g., [BACK69].

{13] Agasin, this is not quite true. On an instrament that quantizes pitch as the pianc does there
can be no diffzrence, but good string players, singers, ete., often petform these pairs of noles
slightly differently. The difference between these enharmonic notes again has to do with tuning
systems, and we will discuss it in Sec. 3.2.5. Again see [BACKS0].

[14} This statement is not beyond criticism. For example, if a fiat sppears on an E4 in treble clef
{bottom line of stafl}, iz an E4 Iater in the same measure and stafl in bass clef (one ledger line
shors tho 2taf) slen Aatted? The standard taxts any nothine shont this, Alen, many ently 18th.
century composers and many Zith-century composers have used liic conveniion ihat sceidenials
are absolutely local and affect only the following note and immediate repetitions of it. However,
we are concerned here with standard practice in CMN,
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{15] A much rarer octave sign modifies pitch by two octaves; it differs from the usual one only by
having "*16ma" or “16" in place of the “8ya' or “8".

{16] The notehead shapes shown are the usual ones, but other shapes with apecial meanings some-
times occur; see Sec, 2.3.5. Also, 84th-notes and rests are the shorteat that are at all common,
but 128tha and cven 256ika have been used: aee for example [READSS, p. 65, 117).

{17] |APEL69] says that the tie, “together with the bar line, is the most consnicuous achievement
of modern notation over the earlier system of mensural notation, where it does not
exist . . . Owing to the nonexistence of the tie in mensurzl notation, = note equalling five units was
never used in duple meter...pror to ¢ 16800; only in triple meter could such a vaive be
obtained, by subtracticg one fromaix... "

[18] Actually, a triplet need not contain three notes or reats. It must simply contain notes and
rests whose total duration is three times aoy basic duration. The triplet muoltiplies each item’s
duration by a factor of 2/3. For example, a triplet might contain two eighth-notes and two 16ths,
for a total written duration of three eighths snd total effective duration of two eighths,

[19] The term is not common; it appears in [DONAB3]. Accessory numerals are often omitted
when it is clear what ix intended. For example, when 50 consecutive sets of triplet eighths occur,
the “3"” is invariably printed only for the firat two or three. This is the siteation with the quintu-
plets in Fig. 51. Howaver, they are sometimes omitted in much more ambiguous contexts; see for
exsmple the second movement of the Beethoven Piano Sonata, Op, 111, and the Lisst Sonctio 104
del Peirarca, both referenced in Sec. 2.5, and the discussion of an example by Bartdk in
{STONSO] (p. 82~ 84).

{20] The standard texts here are of varying usefulness, [ROSS70] is hopelessly confusing and
smbiguons, [READGY] and [STONSO] ars better, though still not all one might want, Both
recommend the ‘“always.shrinking” approsch. A book on 20th-century rhythm npotation,
[READ78]|, discusses this and related problems at great length.

[21] |READSY] discusses notes with one, two, and three dots only. However, there is at least one
occurresce of a note with four dols in a well-known work, Hindemith's Symphony Mathisr der
Maler (introduction to the third movement).

{22] The oze shown is given by R{z) = 1/n il zis rational and = m/r in lowest terms and nis a
power of 2, sle R{2) = 0.

[23] Most music theorists prefer the term melric sfrength for this concept. See also note 25 below.
[24] The only other possibilities that are clearly CMN zre 2 large “C" (usually meaning 4/4), and
a large “C" with s vertical line throngh it {usually meaning 2/2).

{25) Technically, the teim fov the chythomis strueture oot op by tha time sizvslure snd underlving
the music is metrie siructyre, This term helps theorists to distinguish between a composition’s
suriace rhyihm, whick s explicit {i.e., sudible) ard varying, and its presumed background
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thythm, which is implicit and relatively constant.

{26} None of the standard texts quite makes this statsment, but all of them imply it. See
[READG9], p. 89; [ROSS70], p. 92~-93; [STONSO}], p. 113, [DONAS3] gives a more precise but
tiot very sccarate rule; see Sec. 4.4.2.

|27] Again, the standard texts are of uneven quality. All three make almost Hdentically wordad,
vague statements: “the fractional beam must point toward the note of which it s a
fraction” -— but [STONEO}'s examples are relatively good, while [READGO]'s are mediocre and
[ROSS70}'s are tatally unhelplul,

|28] These terms sre generally used when the partial measare i3 no more than a single beat in
length. It is not clear whether, strictly speaking, they apply to situations where the partial meas-
ure i longer than this.

{20} This dichotomy hns been referred to as the difference between “descriptive’ and “prescrip-
tive" notation. UMN is almost always descriptive of pitch and time, is often descriptive and
often prescriptive of loudness, and is usually prescriptive of timbre. See [SEEGS8].

[30] The “+'" marking, strictly spesking, means “left hand piszicato”, i.e., the string is plucked
not with the basd that holds the bow, but with the other hand, the one that ordinarily presses
down the strings to control pitck. The reasons for using the left hond are beyond the scope of
this discuossion.

{31] Actually, not ail symbals fit neatly into one eategory. For example, tenuto matks may indi-
cate a change in joudness as well 2a in time,

{32] There is no standard term for this concept. The term “hunk™ was introduced by Gomberg
{GOMBYS5, p. 60}, sithough he does not define it clearly. |READSY] occasionally uses the term
“stractare” (e.g., p. 134). Knuth's ides in TEX of "‘boxes” [KNUTT9] is quite similar, especially
in that » box is formed by aetting the “glue'” connecting its subboxes, so that the contents of the
box became rigidly emplaced. However, his boxes can he nested, while hunks cannot.

{33] In thiz cane, the stem of the chord in the upper stafl could have been pointed down, which
=ould have reduced the number of borizental positions to three, but one can invent a case where
this could not easily be done ~ for example, juat lower the pitch of the bottom note of the chord.

[34] The labor is divided among feet as well as hands in organ music: it normally has one staff for
the feet in addition to two for the hands. (This is, of course, 5 footnote.)

[35] 1t s, unfortunately, nearly impossible to talk sbout this subject without using terminalogy
that has strong connotations of either instrumental or vocsl music. Bat [ intend to imply zo ros-
triction: the same hierarchic structure occats in afl kinds of munie,

[56] i do not ciaim thal Chineoe wriling sad msthematical sotatisn arc the mest compl=s pota-

tion systems in existence besides CMN, but they are the most complex | am familiar enough with
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to discuss,  Other serions contenders might be Arabic writing, labanataticn (a type of dance nota-
tion), and chemnieal notation.,

[37] [FURUBZ] uses this abstract{cancrete model extensively. See Sec. 5.3.

[38] Two complications dealt with by maoy high-grade text-formatting programs that have sotb-
ing to do with pages are Eerning and lipsiures; kerning s briefly discuased in note 40 below, and
both are discussed more extensively in Sec. 5.2.1,1. While neither is trivial, they are both of reln-
tively small complexity snd importance. Hofatadter has pointed out an additional complication
[HOFS83a): Imagine » phrase in a language that is written from right to left, say Arabic, quoted
inside & work in a language that is written from left to right such as English. If a line bresk is
oeeded in the middle of the Arabic phrase, * bs very enclear what shocld be done.

{39] Note, however, that the items I excluded from natural langnage writing at the beginning of
this section — tables, crossword purzles, and conerete poetry — all have the firat of these “intrin.
sic vertical-axis components”, and concrets poetry might reasonably have the sscond.

{40] Scott Kim haa pointed out that this is not literally correct. If the expression P, appears in
isolstion the n should probably be "kerned”, i.e., moved under the bowl of the P, like this: F,
while in & colump vector that.includos hath P_and Qo= <'amente the n's ".1"1“;.‘3:', ﬁmba!:!y ba
aligned, so that the n could noi be kerned. Again, this effect is trivial compared to what happens
in mesic notation.

{41] The most common number of inflection points is, of course, tero. Inflection points nearly
atways occur when the slur moves from one staff to another.

[42] Some excellent discussion of the mathematics of pleasing carves is in [KINUT79), especially
Part 1, pp. 22.27.

[43] Another way to look at this is in terms of dimensionality. A rigorous analysis of the dimen-
sionality of any of these systems waould probably be extremely difficult, but a few informal com-
ments may be useful. Natural language writing involves one dimension for its succession of sym-
bals, and something more, certainly less than 3 full dimension, for symbo} choice. As we have
seen, CMN ia in concept four dimensional, the four dimensions being pitch, time, loudness, and
timbre. In practice, anly two— pitch and time-—are represented to any great extent; on the
othor hand, one staff frequently inclades more than one line, ie., more than one net of several
dimensions. Even with the vagueness of all of this, it appears that natora! language writing
involves fewer than and CMN considerably more than the two dimensions of the writing surface,
The dimensionality of mathematical notation is atill less clear.

[44] A case in point is Fig. 50, from the Phyricol Review A [DRAKTT]. 1 showed it to one
mathematician with the comment that this was very nnusnal mathematical notntion, to which ha
Immedistely replied 0L, bud thst's phyakes!” — Lhe implicalion being that therefore it “dida'’t

count”,
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|45] Why is music potation more complex than mathematical notation? This is a difficult question
to aoswer, and not really germane to our purpose here; but one likely factor is their differing atti-
tudes towards macros. Both notations have macros, but masic sotation allows only predefined
ones (zee Sec. 2.3.6.1), while mathematical notation allows user.defined macros, which provide a
nyatactically regular way to extend it.

{46] Contributions to this collection are solicited. | would like eventually to publish a much more
comnprehensive collection of this kind.

|47} In the words of Fanya Montalvo [MONTS3], “generating CMN is an Alcomplete problem”,
She coined the term “Al.complete™ by analogy with “NP-complete™ to suggest that there is a
Iarge claes of problems that are not obviously related but whose solutions are in fact all equivalent
to full understanding of human intelligence.

[48] See [HOFS70], especially its comments op the semantic depth of music (pp. 676~ 77), and
[HOFSsagb).

[49] 1t is, of course, not generally possible to tell from a single published edition whether the com-
poser or the editor is responsible for a particular piece of notation. It would be interesting to
investigate this question (presumably by the nsnal musicological techniques of looking at
manuscript sources, comparing published editions where more than one exista, atudying the
composar’y style, ete},

[60] 1 am concerned here with CMN that is typographically unusual, It would also be interesting
o eollect CMN that is semantically anusnal, for example by being clzarly unplayable if taken
literally (every cisasically-trained musieian bas seen plenty of tmusic that, for one reason or
another, may be unplayable}. Such notation certninly exists, and in the worka of major com-
posers. For example, the Organ Fantasy in G Major by 1.5. Bach includes a note that is below
the range of all (known) organs. Ancther example: it is not too hard to And piano musie, e.g.,
Schumann's Dichierliche Postlude and Brahma' Op. 118 No. 1, Op. 76 Nos, 3 and B, that includea
wwrells on individual notes; of course there is no way to increase the loudness of a note on the
pisno once it is struck. For a brief discassion of the unplayable-notation phenomenon, see
{RASTS2], pp. 2358.

{51} According to Read [READE9, p. 117], the practice of writing dotted notes with the notchead
before the barline and the dot after it was widely prevalent in the 18th and 17th centuries. Resd
anys “this practice has long since become obsolete.”” However, more recent users have included
Bach and Beethoven {examples cited here), Brahms {cited by Read), and — a few years alter our
CMN period — Bazték (Sonata for Unaceompanied Violin (1944), fourth movement).



3
Background and Related Work

3.1. INTRODUCTION

The roots of automatic music setting, like those of most other recent technological
achievements, go back much further than is ususlly thought. Buchner [BUCHTS, pp.
23 — 24] mentionz a "melograph' invented in the 1750’ for recording performances of
musie, its primary application having been to the creation of mechanical musical
instruments. He says, “Attempts te treat the melograph as a typewriter for muosic
and nothing else did not succeed in practice.”

Of course, it was not until the advent of the modern electronic digital computer
that zutomatiz music setting became practical. Scores, if not hundreds, of computer
systems for music setting have been developed over the last 20-0dd years, and I have
been working on mine for more than 14. In this chapter 1 will summarize my work
and the work of several other researchers on automating music setting from the
1950's to the present.fi]

One can view the task of music setting in the hroadest possible sense as having
three aspects. Arranged from most sbstract to most concrete, they are:

(1) Selecting: deciding what symbols to print. One might assume that decisions as
to whxt symbols to print are always determined by the semantics, and therefore
are alwayns explicitly made by the user. There are two reasons why this is not
quite true. The principal one involves system brecks, points where the music
notation is broken into separate systems, determined by the positioning process
described in the next paragraph but nearly always at barlines. The syntax of
CMN is such that system breals often cause new symbols, particularly slurs, to
be generated. Less important, it is very convenient for the user to be able
invoke high-level functions of a system that geperate symbols to be printed, e.g.,
auromatis dueisicns oo whot oots 4o oo tommthes ar e svwtem’s antomatic

rhythmic clarification feature, which can replace one note with several (see See.

74
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4.4.1). In any case, selecting the symbols to print is a relatively small part of
the task,

{2) Pouitioning: deciding whers to print the symbals and, for some symbols, decid-
ing on their size, orientation, and/or shape. This aspect, frequently termed
“formatting”, is the central part of the task and involves formidable difficulties.

(3} Printing the symbals, i.e., being a “music typewriter” with no concern for the
syntax or the semantics of CMN, (The music typewriter, incidentally, is a very
real device: see Sec. 3.3.2.) This is relatively easy; the only real problems are
relatzd to device independence.

In describing what various systems do, I will sometimes refer back to these thres
aspects,

One aspect of the *musicians’ problem” mentioned at the beginning of this disser-
tation is particularly relevant to CMN output systems, namely CMN input. {I mean
here input of the information contsined in CMN, not necessarily of the notation
itself, although - with optical scanning — that is one possibility.) As I have already
said, FAHQMN — Fully Automatic High-Quality Music Notation — is far beyond the
state of the art of computer science today. One of the possible compromises {see Sec.
1.3.1} is to abandon full automation, i.e., to support some amount of interaction. In
such a system one cannot always separate the input part of the system from the out-
put. In any case, editing and formatting of any type of material are closely related
activities, and input can even be considered a type of editing. Much confusion has
been caused by authors (writing mostly about text processing) who have not besn
careful enough to make these distinctions. Since in this dissertation I concentrate on
formatting, I will discuss music systems that are primarily inpat or editing systems
only when they have formatting eapabilities that are interesting in themselves. Oth-
erwise, | may mention them, but will not go into detail.

The breakdown of work into input, editing, and formatting is natural to many
problems in a varisty of disciplines, although terminology varies so much from field
to field that the similarities of the tasks are not usually noticed. [ will discuss such
questions in See. 5.3.

In ihis chapter, I assame the reader has a certain amount of background
knowledge of computer graphics. For background information, see {FOLES2] or
[INEWM79).
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3.2. APPROACHES TO CMN INPUT

Before a program can print out music, it must obviously be given, or must com-
pute for itself. a precise description of that music in some form. What that form
should be, bowever, is not so obvious. If the music is to be “fed in" by a person
rather than composed by a program, the question is in some sense the inverse of the
CMN output probiem toward which the current work is primarily directed. I say “in
some sense' because the sfrict inverse of CMN outpat would be direct pattern recog-
pitivn of CMN by computer. Indeed, a fair amouant of research kas been done on just
this problem, However, several slternatives exist: recogpition of digitized sound;
“mepu selection; alphanumeric character langnages; and performances on
claviera — piano-type keyboards — or other musical instrument input sections cone
nected directly to a computer. The borders between these methods are not always
elear-cut, especially between the last two. In my opinion, as of this writing, the only
practical methods are menu selection and those somewhere along the spectrum
between character representations and directly-conunected instroments, [ will now

discuss ali Gve “pure” methods as well as various compromises.

3.2.1. Pattern Recognition of CMIN

Research on computer pattern recognition of CMN by optical means includes,
to date, two dissertations: those of Dennis Pruslin [PRUS66] and David Prerau
[summarized in PRER71]. Pruslin handled only an extremely limited subset of
CMN in just one measure on two staves. Prerau bandled a much raore substan-
tial subaet of CMN, but still without tempo, dynamic, or phrase markings, with
only one voice on a stafl, and again on only two staves. It is interesting to note
that little has been done in this area for more than ten years. One might infer
that this is because the problem has been totally solved, but this is certainly not
the casel The oppcsite view is much more accurate: the problem has been put
aside by researchers as too difficult to be solved yét, especially in view of the fact
that other methods are usable (and indeed preferable for some applications). This
is so notwithstanding the optimizin of a 167% review of these two dissertations
[KASS72):

...the logic of a machine that “reads” multiple parallel staffs bearing po-

lylyaear [the reviewer's written-musical analogue of “polyphonic”} printed music

in at least one “fouss" [sic] and size cam be scen o be no futiher than another
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couple of M.LT. dissertations away.

{Pruslin and Prerau were both at M.LT.) This may be correct, but no further
dissertations on the subject — from M.LT. or elsewhere — have besn forthcoming.
The only later attack on the problem to my knowledge is that of Wittlich and
Martin {WITT74], who worked on it until about 1973. In Wittlich’s apinion, the
project was not very successful. They attempted ‘‘right off the bat” to handle
much more complex music than either Pruslin or Preran, namely a full page of
piano music by Debuasy, complete with chords, dynamics, slurs, ete. Wittlich
now feels that this was too ambitious, but that the main problem was the
difficuity of obtaining high-quality microfilm for the optical scanner they used,
which was of such high resalution it would “see’ every blemish [WITT82).

In view of the tremendous strides technology has made in recent years, the
time may be ripe for another attack on pattern recognition of CMN.

3.2.2. Recognition of Muslc from Continuous Digitised Sound

Another method that appears not to be practical yet is recognition of music
and production of CMN for it from continuous sound. However, the situation
here is very different, in that transcription of sound into CMN has been an active
area of research in recent years. This task is frequently done manually by musi-
cians under the name “taking dictation”. For a computer, the task involves enor-
mous signal-processing and paychoacoustics problems, somewhat similar to those
of continuous speech recognition, especially with muiti-voice music when more
than one note is being played at a time (which, of course, is the usual case),
Determining from cor. . nous digitized sound even 30 basic a fact as » note's pitch
can be amatingly difficult when one is dealing with the complex timbres of com-
mon musical instruments. Even when the pitches and durations of all the notes
have been determined, the remaining work is far from trivial and, in fact, is ident-
ical in most respects to that of producing CMN from a performance on a
directly-connected instrument; see Sec. 3.2.5. There is one significant difference
betwezn the two methods: low-level acoustic information from earlier phases that
is not available with a directly-connected instrument may be useful in guiding
high-level decisions made after this point of the process. We will see an example
of this shortly,



3. Background and Reiated Work 78

The very first attack on this problem seems to have been that of James A.
Moorer [MOORT5, MOOR77).[2] He described his work as follows:

A piece of polyphonic [i.e., multivoice] musical sound is digitized and stored in
the computer. A completely antomatic procedure then takes the digitized
waveform and produces 3 written manuscript which describes in classical musical
notation whst notes were played [via Leland Smith's MSS system]. We do not
attempt to identily the instruments involved ... It would appear that it is quite
difficult to achieve human performagce in taking musical dictation, To simplify
the task, certain restrictions have been placed on the problem: (1) The pieces
must bave no more than two independent voices, (2) Vibrato and glissando must
not be present. (3) Notes must be no shorter than 80 milliseconds. {4) The fun-
damental frequency of a note must not coincide with a karmonic of » simultane-
gusly sounding note of = diffasent frequency. The Hrst three conditions are not
inherent limitations in the procedures, but were done simply for convenisnce.
The last condition would seem to require more study to determine the cues that
human listeners use to distinguish, for example, notes at unison or octaves...In
general, the system works tolerably well on the restricted class of musical sound.

Moorer also remarks that “|T]he process is extremely costly in terms of computer
time.” The basic method he used was the “heterodyne filter", actually s directed
bank of contiguous sharp-cutoff bandpass filters, each of which is intended to pick
up one partial. In u survey of techniques that he did not find useful, Moorer
points cut that, [or musical sound, “we cannot rely on the presence of the funda-
mental, or on the hope that the fundamental will be stronger than the second
harmonic."” Thus, such obvious techniques as counting zero crossings are unwork-
able.

More recently, Pisrcralski and Galler [PIS277, PISZ81] “refined monophonic
fi.e., single-voice] music trapseription to a fine art” [MOORS2].

The most recent work I know of is an ambitious effort, acill in progress as of
this writing, by Chafe, Foster, and others [CHAF82, FOST82]. They are applying
artificiakintzliligence techniques, including some developed for 2aalysis of speech
and other non-musical audio information, to the problem 23 part of a project to
develop (among other things) “an intelligent editor of digita! audio”. They take
advantage of the availability of low-level (acoustic) information in » fexible way
to guide high-level decisions: in the words of [FOST82], “The system makes deci-

sions, but they are not necessarily final. "L'he original sound is always retained
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and is reexamined in part from time to time to refine the hypothesis.” Using such
techniques they have implemented *higher-level processing methods [that]
attempt to deduce the musical and notational contexts that have been supplied
by hand in all of the previous systems.” The musical and potational conmtaxts
referred to include the clel, key signature, enharmonic notation (see Sec. 3.2.5),
and time signature.

3.3.3. Menu Selection

Input with the menu-selection method involves sclecling CMN symbgls from a
menu and constructing a page of music by giving the computer positioning infor-
mation for each symbol that requires it (some symbols in some contexts can go in
only one place). The menu may be displayed on a CRT with selections made by
any pointing device, as in several music editing systems — [or example, Donald
Cantor's early one and Rebecca Mercuri's more recent MANUSCRIPT system
[MERCS81] -~ or it may be in hardcopy form on the aurface of a digitizing tablet,
as in the editing system of Gary Wittlich and his associates [WITT78).[3] In both
of theae systems, feedback is given by displaying the music on the screen of a
CRT while it is being conatructed. Encoding a piece of music is done by moving
the cursor to the mena to select a symbol, then (in most cases) moving the cursor
to the desired portion of the music notation to deposit the symbol. This is
repested ad infinitum, although most systems allow depositing instances of the
same charazter several times without returning te the menu in between. In a
way, thin is not much different from a character representation (see the next sec-
tion) where the characters are musical symbols rather than those of, say, ASCII.
The main difference is that with menu selection, position information is not
included in the character code, but instead is given directly by pointing. -

Jeffrey Haas han suggested a technique that combines the optical pattern
recognition and menu selection approaches [HASSS3]. He suggests that the user
actually draw the music on a tablet and that » program recognize the symbaols
drawn and convert them to some code. Ideally, the recognizing program would
provide feedback by displaying each symbol, appropriately cleaned up in both
shape and position, as it is recognized. This is much easier to program than pure
“pattern recogpition” of the kind described in Sec. 3.2.1 because symbols are

enterad one 8t = time, 3¢ $hare i5 56 preblam of Dguring ous what is part of one
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symboi and what is not, and they are entered on line, so the program can ask for
immediate clarification of au item if it needs it.[4}

3.2.4. Alphanumeric Representations

The simplest and most commonly used method is the one-dimensional
slphanumeric or pure character representation. It requites po special hardware
and is readily bondled by conventional programming languages. Unfortunately,
alphanumeric character notation is also the least satisfactory, because, as we saw
in Chapter 2, CMN is very different from and much more complex than the
natural language writing for which alphanomeric notations were originally
developed. Numercus character-based “music input langaages”, all of which to
my knowledge are regular languages {(in the formal language theory sense of “reg-
ular"}, have been developed; for descriptions of several typical ones see [BROOT0].
Among the character-based languages discussed in that volume, two that deserve
special mention here are DARMS (originally called the “Ford-Columbia
language") {BAUE70, ERIC75, GOMB75] because it is the best-known, probably
the most ccmplete, and was originally deveioped for musiec printing; and MUS-
TRAN, becanse it is the one I use. ’

The DARMS music input language appeared in about 1985, It was the fruit
of a project intended *'to develop a code system that wili ezable us to print music
under computer control by using currently available photo-composition equip-
mzat.”" [BAUE70] DARMS not only is exceptionally complete in covering music
notation, bat alto appears to have good facilities for dealing with the extensive
repetition often found in music notation. However, it has the (in my opinion)
outrageously poor design feature of using letter names for durations and numbers
for vertical positions — exactly contrary to the universal practice of musicians,
since in practice vertical position means pitch. For example, in DARMS, “Q"
means quarter-note, "E" eighth-note, “S" sixteenth-note, etc. For thirty-second-
notes and all longer durations, the syatem is relatively mnemonie, but the “S" one
would like for sixty-fourth is already taken, and in fact DARMS abandons any
real attermpt ot being mnemonic for shorter durations as well. Fig. lo is a simple
example of CMN; ‘the DARMS ccds for it is given in Fig. 18, Sixty-fourth and
shorter duestione are =olosizol- coos 50 ol Lsving good mnemonics for them is

not too serious, but reversing the obvicos mnemonic representations for pitch and



Figure 1. DARMS and MUSTRAN
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duration is surely one of the worst possible mistakes for a music input langnage.
Imagine » programming language in which identifiers are numeric, while digits are
represented by letters: instead of

AREA := 3.1416sRw»2;
ope would have to say something like
10 := T.OF0Sc8eeW;

—the absurdity of which is self-evident. The music notation equivalent is not
that bad, but it is bad.[5]

MUSTRAN was developed by Jerome Wenker [WENK70, WENK74). The
MUSTRAN code fer Fig. 1a is given in Fig. 1c. For a much more extensive exam-
ple, see Sec. 4.8. Wenker originally developed MUSTRAN for ethnomusicological
purposes, i.e., for encoding folk music of various origins, so that the original ver-
sion lacked means of representing such ;arb-mnsic symbols as slurs, bowings,
fingerings, etc. In MUSTRAN II, however, Wanker added a great deal of art-
music notation; as a result, in terms of representing CMN completely, MUSTRAN
II is prohably second only to DARMS. In my opinion, MUSTRAN is also far
more mpemonic than DARMS, and it has better software support « a transiator
and a library of utility routines — than any other alphanumeric language. On the
other hand, the current transiator is extremely batch-, and even puncheard-,
criented. Also, MUSTRAN"s facilities for reducing repetitious coding are wery
limited. These facilities could, of course, be provided in a preprocessor, although
almost certainly not as well as if they were integrated with the input language in
a single processor.[8] This in especially true of use in an interactive mode, with
feedback in CMN appearing on a screen as the music is being enterad, which is
highly desirable.

3.2.5. Directly-Connected Musical Inatruments

By “directiy-connected” musical instrument input, | mean that the channel
transmitting information to the computer does not employ sound or its electronic
equivalent (i.e., a signal which, amplified and fed into a loudspeaker, would ideally
nreduce the same ssund). Iastead, the coupling is on 2 higher, morc symbolie,
level: the information the computer receives explicitly says what pitches are
being sounded at what times by specilying one of a small repertoire of discrete
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possibilities. The difference is that between a player piano roll of u certain piece
and a phonograph record of the same piece.[7] Loudness information is optional.
Doing this is really practical only with instruments that inherently quantize pitch
and time, particularly keyboard instruments. When it is donme, however, the
signal-processing and psychoacoustics problems mentioned in See. 3.2.2 are
bypassed. (To date, the musical instrument used for direct-connection encoding
bas nearly always been a clavier: an electronic organ keyboard, sometimes sensi-
tive to the velocity or pressure of the keystrokes in order to capture loudness
information. The only other instrument whose use I know of is the guitar, input
from which has recently been developed by New England Digital Corporation
[NEDC83a].) Other nootrivial problems remain, for example, rhythm fitting,
rhythm clarification, voice assignment, and enharmonic notation.

Jel Raskin has described the problem of rhythm fitting, also called quantiza-
tion, as follows [RASKS80):

Have » person v2ing a meiranome play en scme instrament siv quarter nates, iv
succession, at [the] tempo { J =120, ie., 50/100 second per quarter]... The
resulting dcta might well look like the data in [Table 1, which came from aa ex-
periment conducted with a push-button switch attached to my Apple I comput-
er. The data was produced from the playing of an experienced musician and yet
is irregular. There ate two reasons the results from this very simple piece seem
so ragged. First ... the actual duration of each note must be shorter than the in-
dicated length in order to leave a short period of silence [betwess consecutive
nates of the same pitch] . .. Another reason lies in the normal variations in hu-
man motion . .. The player was thinking of six equal notes, fllins a measure 23
shown in Fig. 2a. But the computer...received a series of rather irregular
aumbers. It would take some clever programming to delermine that slf of these
notes were intended to be the eame length. A moderately clever program might
produce the musie notation skown in Fig. 2.

Actunlly, it is hard to imagine how a program would produce the transcription of
Fig. 2b; what seems to me far more likely is the trapscription of Fig. 2c. But
both versions are equally undesirable, and for the same reason: they incinde
details of the performance that ot only were not intended by the performer, but

seriously obscure what was intended —- 2 series of notes of agual dnrstion 18]

An aspect of the rhythm ftting problem that has been almost totally ignored
is that of automatically quantizing to groupets when appropriate. Nearly all
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TABLE 1

Note Starting time  Note length

H ¢ 32
2 53 34
3 m 7
4 167 22
5 210 28
3] 263 30

All Limes sre given in hundredths of a second.

systems simply generate a non-groupet approximation and require the user to edit
the groupet notztion in. As far as | know, the only method that han been
described in print is my own, developed for the Wittlich et al muosic ediror and
described in [WITT78].

A problem related to rkythm fitting is rhythm clarification; it ia discuased =t
length in See. 4.4.1 of this dissertation.

A very difficult but (in practice} less troublesome problem is that of correct
vaice ansignment, i.c., deciding which notes belong to which voices.[0] One might
be tempted to assume that this can be done simply by ozdering the notes by
pitch, that is, assigning the highest note to voice number 1, the gext highest to
voice number 2, etc. However, such an assumption is often wrong, especially in
music for several performers: voices often cross.[10] Furthermore, the number of
notes sounding at any one time may vary wildly over the length of u piece—in a
single piano piece, often from tero to cight, and sometimes more. If fewer than
the maximum number of notes are sounding at a given moment, how 2.0 one
drcide whizh voizes oo thc aiiive vuw! Amwering tnis undoubtedly requires {ar
greater explicit knowledge of the semantics of music than anyone now possesses,
Still another problem is that in some musie, particularly piano music, a voice can
intlude several simultaneous notes, ie., chords {see Sec. 2.3.8). The developers of
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Mockingbird studied the voice-assignment problem extensively and found it
intractable, 7t least for piano music [MAXWS3]. It is less troublesome than the
rhythm problems discussed above only because it can be circumvented fairly
eazily, though at some tost to the wser: by having her or him tell the system
what notes belong to what voices. This can be done cither as the music is being
enterzd (for example, by encoding one voice per pass) or at a later time.

Still another problem is that of choosing the correct enkarmonic notatien, also
called note spelling. Should a note be written as C-sharp or D-flat! To musi-
cians, this is far from a trivial question; neither is it a trivial problem to decide
from a keyboard performance which form to use. The depth of the problem is
perhaps suggested by the fact that it has been studied extensively by a psycholo-
gist, H.C. Longuet-Higgina [LONG78]. He compares the relationship bsiwsen C-
sharp and D-fiat to that between homonyms in natural language. Chafe et al
{CHAF82] attack essentially the same problem with sound input in their system
discussed in Sec. 3.2.2.

I have by no means covered all of th= problems involved in transcribing music
from what is basically a performance. As Raskin points oz, “musical notation
contains both more and less information than is contained in the performance™;
many of the problems are consequences of this fact. See his article [RASKS80] for
a relatively nontechnical but thorough discussion. Another discussion, with some
excellent examples of CMN for piano that would be vcz;y hard to produce
automatically from clavier-type input, appears in the paper on the Mockingbird
system mentioned before [MASTWEI]

3.2.8. Real Music Systems and & Comparison of Input Methoda

As 1 bave pointed out, the distinction between two of the five
approaches — the character and directly-connected instrument ones — is not at
all clearcut, and various compromises between them have had considerable sue-
cess. Perhaps the most useful way to classify the compromise approaches is with
two related dichotomies, one having to do with the cacoding of time, the other
with the cxecding of pitch. There are encoding sehemes where the snivy of dura-
tion (and therefore rhythm) information is proportional to reaf time, and encoding
schemes where it is not. I will henceforth abbreviate these descripiions to “'real

time” opd “pmon-real time'. Similarly, some encoding schemes in essence use
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position along a physical line — most often a line across the keyboard of a
clavier — to represent pitch, apd some do not. The former method might be
termed by analogy “real pitch”, the latter “non-real pitch”. We may then say
that an enccding method that is both real-time and real-pitch is definitely in the
directly-connected instrument category; a method that is neither, definitely is
not; and a method that is one but not the cther, might or might not be. In
actunl nsage, one combination ~real time and non-real piteh —seems never to

occur.[11]

An cncoding sysicm that uses real-time and real-pitch encoding has great
advantages in that it refiects in » straightforward w2y both standard musical per-
formance methods and CMN, but thers are soms 43odscfs ¢ consider.
Specifically, abandoning reai time eliminates totally the rhythm-related problems
discussed in Sec. 3.2.5, but introduces 3 major loss of efficiency for the many
potential users who have spent thousands of hours learning to play the instru-
ment in question fuently and, of course, in real time. We will return to the
efficiency question shortly. Abandoning real pitch is harder to justify except on
the purely progmatic basis that alphanumeric keyboards with digital interfaces
are much easier to find than ¢laviers or other musical instruments with such
interfaces. However, one can use an alphanumeric keyboard, simply interpreting
the keys in an appropriate way: say, laballing consecutive keys in the middle row
of the keyboard with white-note pitches and appropriate keys in the top row with
black-note pitches, This is crude, but atill fairly eJactive.

Table 2 gives the real-time and real-pitch status of a number of computer
music input and setting systems. One other characteristic is indicated, namely
whether the systems give immediate CMN feedback. “C" following the name of
the system means that it can give CMN feedback, “S", that it can give feedback
in spatinal notation (CMN except for time notation; see See. 2.3.3.4). From a user
interface standpoint, CMN input is like many other tasks in that well-designed
feedback can make an otherwise awkward method of interacting with a system,
such as alphanumeric music encoding, quite convenient. It should be noted that
CMN feedback is distinct from CMN output not only conceptually, but wsually
also in practice. For feedback purposes, rapid response is much more important
than high-quality printing; for Bnal outpu:, the reverse is truz. I will say
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TABLE 2
Nog-real time Real time

Real pitch Dal Molin (C) McLeyvier 2

Sean-Note Mockinghird (S)

McLeyvier 1 Synclavier

NEDIT Wittlick
Nog-real pitch | Komfeld {C)

MSS {C)

MUSTRAN/SMUT

NOTATE

something about the hardware implications of this observation in Sec. 3.3.5.

Systems shown in the figure are Armando Dal Molin's system; David McLey's
McLeyvier in two different modes; Dean Wallrafi's NEDIT, developed at the MIT
Experimentai Music Studio [WALL78|; Kj=r's Scan-Note system; William
Kornfeld's LISP Machine music editor; my own MUSTRAN/SMUT system; Gary
Nelson's NOTATE; Leland Smith's MSS; the Xerox PARC Mockingbird system;
New England Digital Corporation’s Synclavier system; Gary Wittlich and assuci-
ates' system [WITT78]; and the University of Toronto Structured Sound Syn-
thesis Project’s Ludwig [REEV78]. All of the systems for which references were
not given are discussed, with references, in Sec. 3.4,

Dal Molin's “Musicomp" terminal, like his older PCS-300, uses his “PCS"
(Pitch-Character-Space) encoding technique. The terminal has a double key-
board, as shown in Fig. 3. For pitch information, it has an ingenious {and
patcnted) variant of the clavier with four rows of seven keys each, corresponding
to the white notes in four octaves of a clavier {an additional octave above and
below is slso cacodable). This might be called “scmireal piich™. The division of
the keyhoard into four one-octave chunks is to facilitate touch typing. A conven-
tional alpbanumeric keyboard is used to specify the character (note, rest, or



3. Background and Related Work 88

other). Each symbol is entered == = combination of a pitch, a character, and a
following series of spaces (hence the "PCS” pame), the number of spaces giving
the item's duration —- two for the shortest basic duration in the piece, three for
the next shortest, etc. The device gives feedback in CMN on a CRT as the music

is being entered.

All of the other real-pitch systems use conventional ¢laviers, The McLeyvier
offers the user a choice between real-time and non-real-time encoding; giving the
user this option is very sensible, though the non-reai-time technique it uses is {as

of this writing) quite awkward,

Leland Smith's MSS syatem points up the importance of good feedback. With
MSS, the user cam sit at a graphics terminal typing her or bis music in an
alphapumeric language and see it immediately in CMN, so that errors — either
semantic or typegraphic — can easily be spotted and corrections made on the
spot. The method of making corrections also gives good feedback by indicating
graphically what region is currently being manipulated. Smith comments
{sMiTs2):

I Aind that about 50% of my time is apent typing in the raw dats and 50% is

spent in screen editing. I have hopes of gradually changing this ratio to about

T5%:25% but I doubt that it can get much better than this considering all the
variable situations that can oecur on a page of muosic.

Onoe can get some feceling for the efficiency of various enccding techniques from
the fact that it took an exceilent pianist, Adricnpe Gnidee, about five hours to
encode the Chopin Elude in C Mojur, Op. 10 No. 1, in MUSTRAN. (See
excerpt — about one-sixth of the piece —in Fig. 4, printed by my SMUT system
from Gnidec's data. The left hand part is slightly simplified.) She could play the
piece on the piano in less than two minutes, some 150 times faster. This com-
parison is, however, very misleading. Fimt, the average encoded performance will
include a few mistakes (by the performer or the rhythm-fitting routines or both),
and in apy case Raskin's dictum that a performance provides both more and less
information than its notation applies; for both reasons, some additional time will
usually have to be spent entering information in another way. An objection of
another sort is that Gnidec could not have played the Etude in two miuut; had
she not already spent many hours practicing, not just the piano, but that specific
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piece. This is certainly true, although many musicians have airezdy spent large
amounts of time practicing pieces whose encoding is desired; this was in fact the
case with Gnidec and the Chopin Etude.

The Etudc is rormally printed in fonr to six pages, so Gnidec's encoding took
about an hour per page. Dal Molin estimated in 1975 [DALMT75] that a page of
musie could be encoded in from 5 to 20 minutes in his “PCS" system on the ter-
minal he was then uwsing. This is probably close to the optimal speed for any
encoding method.

3.3. APPROACHES TO CMN OUTPUT

The question of an approsch to CMN output involves no difficuit
“human/machine interface' questions, as CMN input does. It is mostly a question of
what hardware is used to produce the finished “original” pages of muaic, suitable for
reproduction by conventional processes if desired. (Gomberg [GOMBY5, pp. 26 —29)
discusses this question; however, I do not feel his comments are very accurate, par-
ticularly now ikat scven years have elapsed since he wrote them.) 1 will also com-
ment here on hardware for CMN feedback, even though, strictly speaking, feedback
is part of the input process; and I will muke a few software-related comments.

The choice of output device is not as critical as it might on first glance appear. if
a system is designed with reasonable concern for device independence, it can easily be
modified to use another output device, at least of the same general type as it was
destgned for (and in a loosz sense of “easily’”). Thus the category of output device is
much more impoﬂmt than the exact device. Also, systems that drive random-scan
devices can nenriy slways be adapted to raster-scan without much trouble, but the
converse is not true. See Seca. 3.3.5 and 3.3.6.

To give some perspective, | will begin by talking about three important noncom-
puter approaches to musi= setting. For more information on these methods and on
the history of music setting, ses Reas's book [ROSS70).

3.3.1. The Standsard of Comparison: Plate Engraving
Traditionally, plate engraving has been the standard of comparison for music

setting. Engraving is atill zenerally considerad the hest music.astting method, bus
it requires a high degree of skill and is clearly a dying art. Most masic publisked
by major music publishers from the very early 1700’s uptil very recently was
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engraved, although movable type was in widespread use for centuries and several
other methods — pep-and-ink autography, transfer processes, music typewriter
(Sec. 3.3.2) — have recently come into wide use. Strictly spé,aking, “engraving'' is
a misnomer, since music engravers do most of their work with sets of punches,
reserving the “gravers” (the cutting tools, which have points of diffsrent sizes and
shapes) for stems, hairpins, slurs, etc. A more sccurate term for what music
engravers do, occasionally used, is “plate punching”. In any case, the engraver
inscribes the musical symbols into the surizce of 3 soft metal plate, the notation
going from right to left {so that an impression will go from left to right). For

' ‘‘character set” of punches, as well as a

examples of the music engravers
thorough discussion of plate engraving, see [ROSS70] (note, however, that Ross
uses the term “engraving” in a highly generic sense for acveral different methods,
and uses ‘“‘plate engraving” to refer specifically to the use of gravers, punches, and

metal plates).

3.3.2. Importzni Precursors:t Tho Music Typewriter

Before discussing hardware for computer cutpat of music, I would like to say a
few things about an earlier and simpler approach to mcchanizing the process of
music setting, namely the muaic fypewriter. Ross [ROSS70] discusses music type-
writers at some length; the following is brsed on information he gives.

The first music typewriter was built around 1910. There are several kinds of
music typewriters, but nearly all are sctually modified conventional typewriters,
te which they retain many similarities. Major differences are twolold: the
mechanisms for positioning the carriage horizontally and vertically, and, of course,
the character set. As we have seen, the positioning requirements music imposes
on its symbols are far more complex along both axes than are the requirements of
text. To accommodate this, different music typewriters have a variety of mechan.
isma, ranging from keys that move the carriage in tiny increments to (in one case)
relying entirely on manual rotation of the platen. The character set of a typical
music typewriter — the Effinger “Musicwriter” — is shown in Fig. 5; it contains
88 characters. It can use paper with preprinted staves, or staves can be typed
with the charactcr consisting of five horizontal lines. Notice that some large sym-
bols such as the treble and bass cicl are brokes into picces. Symbols such as slurs
and nonhorizontal beams are not provided, even in sections; these must be added



Figure 5. Music typewriter character set

236y % VAN ooowil374 |

.
-
~k8
g
<~
0
I

9’010’}3—}#48-’% e 3 78 =1 %90 b o
hcm}gé a3 4 5 »

|
pf!dfom-:a- sz 1 20 »# 9 7 4§

>
)

K
¢

)
3
P
“__
—
L
9

Figure 6. The Indiana University Computer Music System

WAVER /A converter

N

lnliﬂ.ﬁs pragrams /7 MUSIC Y SOUND

v

tgflﬂj—_} MUSTRAN MUSC STOCHOS :?;;:,:nj

A
Id
L
mufic ‘

v
keybourd,” SMIRK TANUS

tablak \




3. Background and Rslated Work g3

magually. {Some music typewriters do support slurs in a crude way, by providing
several different =res éhat .y be used to begin and end slurs. Apparently, one
then types a horizontal line to connect them.)

At first gluocee, it may appear that music typewriters are very similar to ordi-
nary typewriters in that both automate the same low-level portion of the setting
task, namely (in terms of my summary at the beginning of this chapter) Aspect 3:
the actua! printing of the symbols. In actuality, conventional typewriters also
handle automatically (with their automatic forward spacing) or semi-
automatically (with the carriage return, tabs, margin stops, and margin bell) a
significant fraction of the simple character pusitioning required in their domain,
while music typewriters cannot handle automatically eny of the very complex
positioning their domain requires. Furthermore, conventional typewriters can
actuslly print all of the characters needed for tasks of fair complexity, while
music typewriters are lacking (especially in sturs and beams) for all jobs but the
simplest. Thus, conventional typewriters automate 2li of Aspect 3 and much of
Aspect 2, while music typewriters do not even automate all of Aspect 3. The seri-
ousness of these limitations is attested to by the fact that most musicians, com-
posers included, have never even scen a music typewriter.{12] In Ross' words,

.. . any professional engraver knows that a good hand-copier can put out a page

of music at least twice as fast »5 any machinist ., . [t is elementary that mauch

experience is required — beyond regular musicianship — to achieve proper nota

tion. In short, one would be well advised to put no stock in salesmen’s claims

that their machines are speedy, require little practice and effort, and produce
bigh quality work, all in one.

3.3.3. Important Precursors:i Movahle Type

In movable typs printing, as withk the music typewriter, each character
appears on a separate piece of metal or other material. The form of the charactar
may either be raised abave, in the aame plane as, or lowered below the surface; all
three methods have been used. In any case things are arranged so that, when the
piece is presssed against an inked surface, ink will be picked up in the right
places. Printing from movable type was in heaty use for text from the time of
Gutenberg, zround 1456, until the rise in recent years of the photsiypesstier (s=e

Sec. 3.34). Ope mizht therefore guess that romeone has tried printing music
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from movable type, especially since many of the difficulties of printing music with
a fixed character set are pot obvious on first consideration. This guess would be
correct. I fact, music was first set with movable type in the Iate 15th century
[ROSS70]. Scon thereafter it became the dominant metaod of music setting, a
position it held until the rise of plate engraving- (Sec. 3.3.1). A modern font may
contain from 400 to 500 characters; it sepports slurs and beams in the same
‘crude way" as do music typewriters, discussed in the previous section. Since a
satisfactory alternative — plate epgraving — became genarally available, around
1700, the mechanical problems of getting numerous tiny pieces of metal to fit
together well, in addition to the character-set-related problems I have aiready dis-
cussed, have discouraged the use of movable type except under unusvally favor-
able circumstances. Such circumstances have generaily involved relatively simple
music with extensive text on the same page. For instance, hymuals and musical
examples in encyclopedias have often beer printed with movable type. For many
years, all of the musical examples in the Encyclopedia Brittanica were set this
way.

Movable type differs from music typewriters in allowing a much larger charae-
ter set — a significant advantage — but disailowing overprinting — = major disad-
vantage. Limited though music typewritzrs are, movable type printing is for
most purposes just as bad.[13]

3.3.4. Modern Character-sat Davices

The bardware that has been used for computer printing of music might be
cinssified braadly into general graphics devices with no built-in orientation
towards music, and devices with **music character sets™. I argued in an unpub-
lished paper in 1877 [BYRD77b] that “‘there really is no such thing as a machine-
independent music character set™; this attitnde certainly fits my thesis, in Sec. 2.4
of the current dissertation, that CMN is deeply graphical in nature. Nonetheless,
as the previous two sections have shown, extensive use has been made of music-
setting methods involving devices with a limited number of fixed characters. In
computer-based efforts, basically two such devices have been used: the fully-
Jormed character (i.c., non-dot-matrix) impdct printer equipped with a special
musiz choractar sat, and the shototipesetier (often called simply fypesctier).
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The impact printer has on the order of » hundred music characters, which it
can overprint. This is rather like the music typewriter except for one major han-
dicap: the impact printer can position characters only at grid points of a rather
low-resolution grid, while the music typewriter has fairly high resolution both hor-
izontally and vertically. Considering that music typewriters already have serious
problems with such common symbols 23 slurs and nonhorizontal beams, it is clear

that one should not expect much from the foily-formed character impact printer.

The other character set device ~—the phototypesetter — is vastly mere fexi-
ble, and indeed has already produced very high-quality music notation. For the
last 20 years the phototypesetter has been the standard machine for setting
books, magazines, and newspapers. A detailed discussion of phototypesetters is
far beyond our scope here. Suffice it to say that there are two kinds, called photc-
mechanical (the traditional kind) and digital (which have been in widespread use
{or only a few years). Both kinds produce output on film, not plain paper, and
botk have their characters organized into fonts of a hondred or so each. {For
music setting, of course, special fonts are needed.) Only photomechanical
typesctters have been used for music setting thus far; I will discuss them first.
Photomechanical typesetters work by shining light through templates of the
desired characters, one after another; a complicated optical sysiem, usually com-
bined with motion of the film, then enlarges or reduces the imags and deflects it
to the proper place on the film. These devices have relatively large character
sets — perhaps one or two thousand characters — which they can position on a
page with fairly high resolution -~ typically .002 inch or so — and print with very
high quality. Tn general, however, this is still not enough to draw really good
slurs and heams, and in both of the projects described below that use photo-
typesetters (those of Dal Molin and Watkins) slurs and beams are added by hand,
at {east in some cases. Gomberg criticizes phototypesetters on one additional
ground, namely that very large characters such as the staves must be assembled
from: emaller characters and that these machines do not have good enough repea-
tability to do so satisfactorily. I believe this judgment is now overly harsh,
thazks to recent advances in technology, especially the advent of digital
typesetters.
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[SEYB83] surveys tke state of the art in digital typesetters. Digital
typesetters are superior to photomechanical ones in nearly all ways except that
photomechanical ones are available for a lower cost. As a result digital machines
have virtually taken over in all applications except those where the cost of the
typesetter is erucial. Digital typesetters are extremely high-resolution
programmable-character-set devices. Many models ¢an have hundreds of fonts,
hence tens of thousands of characters, on line at once: the only limitation is
available mass storage. Some expose the film with lasers, while most use CRTs.
Typical resolution is 1000 points per inch across 3 width of 8 inches or more.[14]
(The CRT-based typesetters achieve far greater resolution than CRT-hased
display terminals are capable of by employing optical systems something like
those of the photomechanical typesetters, so that the image on the CRT at any
moment corresponds to only a small part of the output page.} Most digital photo-
typesctiers make images with a method that is a hybrid between raster- and
random-scan techniques: they scan the image area in a raster pattern, but rather
than the {(ideally zero-diameter) dots that ars ordinarily used in raster graphics,
they write variable-length parallel strokes, and they generally do pot spend time
traversing blank aress. Digital typesetters show promise of developing into
extremely high-quality general graphics output devices ideal for music setting;
the main thing iacking in carrent models ia a general-purpose interface (current
models have very specialized interfaces designed for typesetting text with limited
graphics of the kind commonly encountered in newspaper und magazine text).

An cbvious disadvantage of all devices with characters in hardware, including
photomechanical typesettars, in lack of flexibility: the character set . snnot be
changed easily. An advantage of these devices is “offloading the CPU™: all a com-
puter needs to do to make such a device produce a character is to tell it which
character and where, which can save a substantial amount of computation.
Programmable-character-set devices like the digital phototypesetter offfoad the
CPU without sacrificing any flexibility, and are therefore very attractive. A still
nzwer type of hardware that has these advantages is the laser printer. Devices of
this type have much in common with digital typesetters. The laser printer has
major advantages in convenience, since it uses plain paper instead of filiz, and
WL Cosl. b Mos iwo wain disadvantages: lower resolntion (ecoreent commers

cially available models have resolutions of at mest 480 points per inch) and, in my
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experience, poarer and [ess consistent contrast.

3.3.5. General Graphics Devices

The subject of graphics hardware in general is a vast one. 1 will make only a
very [ew general comments, plus some specific to music notation, here. For more
background iucluding definitions of the terms I use, see [FOLES2], especially
Chapter 3, or [NEWMT74].

For aur purposes, two cf the standard ways of classifying graphics output dev-
ices are wseful: they may be random-scan (also called vector-drawing, stroke, or

calligraphic) or raster-scan, and they may be Aardcopy or diaplay (non-hardeopy).

In pnera]_. random-scan devices, either display or bardeopy, have one major
advantage: they can have much higher resolution than raster-scan devices.[15]
They have some major disadvantages. They are severely limited in availability of
colors or levels of gray scale. Also, random-scan displays have flicker problers
when the image to be displeyed gets too complex, and random-scan hardcopy dev-
ices are (i most applications} much slower than raster devices. Either type of

display can produce a complicated image on a screen in a few seconds or less.

Now, how does all of this apply to music setting? 1 have already observed
that a computer music-setting system may need CMN for tws distinct purposes,
feedback and final output. The number of colors or gray levels available is
irrelevant for final output, since CMN uses neither color nor grsy scale. For feed-
back, especially in editing, some way of distinguishing part of an image from
another part ean ba extremely useful in any domain, including CMN; this can be
done with color or gray level, or with other mechanisms — for example, reverse
video or blinking.{{6] For final cutput, hardeopy is required, and resolution is usu-
aily paramount, 8o the best random-scan devices are preferable 10 any raster-sean
device. For feedback, a display device is obviously more convenient than hard-
copy, and both types of display are quite fast, so the response-time liznit of the
hardware is not an issue; but flicker is. In terms of Bicker, music notation is

upuseally demanding (an observation, incidentally, I have not scen made before).
On a random-scan display, flicker is, of course, always a potential problem. It

ts not erdinarily meationed so » serious probiem of raster displays, end, generally

speaking, it is not. Low vertical-resolution raster displays (say, 256 pixels or less)
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nearly always have a fast vefresh rate, usually 80 Hi, which eliminates Zickes

totally. For higher vertical resolution, Foley and Van Dam describe the situation

{FOLES2, p. 488}
Many raster displays {as well as commercial TV} use an inferloced scan: all odd-
numbered scan lines are displayed in 1/60 of a second, and all aven-numbered
scan lines are displayed in the next 1/60 of a second, for an overall fzame time of
1738 of » second. This interlnciﬁg belps to avoid Hicker because adjacent scan
lines are displayed 1/60 second apart, even though each scan line is omly
displayed each 1/30 second. Flicker will occar for horizontal lines one pixel wide
since they are refreshed only at 30 Hi.

Unfortunately, numerows horizontal lines one pixel wide, and long anes at that,
are the one thing almost guaranteed to appear in any segment of music: the stafl!
Foley and Van Dam continue:

... many medern systems. . . dooble the rates, haiving the [rame time to 1/60

aecond. This removes all vestiges of fiicker, bat at the cost of more (and/or fas-

ter) refresh bofler accesses per second and significantly higher-bandwidth

defiection swmplifiers. An alternative is of course phosphors with a longer decay
time, but then afterimawrss become a concern,

3.3.9. Representation and Hardware

A classic survey of hidden-surface algorithms [SUTH74] introduces the terms
image space and object apace for two fundamentally different internal representa-
tions of graphic data. The terms are not widely used outside of hidden-surface .
algorithms, but they will be useful to us. In image space, the desired 2
dimensional piciure is represcnted by a 2-dimensional array with resclution equal
to that with which it is eventually to be displayed; in other words, the represen-
tation i= = bitmap, and its only primitive is the pixel. Thus, the representation is
of the desired image and, in fact, is isomorphic to it in raste;-scan form. Io object
apace. the objects that may appear in the picture are represented with any resolu-
tion adequate for the ultimate display —in practice, usually with much higher
resolution than the display. The primitives for a hidden-surface program are typ-
ically polygons (the faces of the objects in the sczne); for music notatiom, they
might be notes, rests, clefs, text, etc. Thus, thé representation is on o higher
level. It describes, not the image to be displayed, but the scene of which it is an
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image. For most purposes, algorithins using image-space representations are pre-
ferred because they are more efficient. However, they have the disadvantage of
being resolution-dependent and therefore one must know in advance the resclu-
tion of the display desired. Furthermore, they are quite impractical for high-
quality random-scan devices. There =re two reasons for this. First, imagr-space
representations obviously require execution time proportional to the numaser of
pixels in the image, and in computer graphics high quality implies high resolation,
i.e., a large number of pixels. A computation speed that is acceptable for a
512x512 CRT display is likely to be out of the question for a 15000X 15000 page
on a mechanical plotter. Second, image-space data is inherently in raster form,
which is generally quite difficuit to convert to a vector form that will really look
equivalent on most vector devices.[17] So, if a program is to drive all kinds of
graphic devices, object-space representation is virtually a necessity. (In spite of
all this, it turns out that, for music setting, some type of auziliary image space

representation is also vers desirable: see Sec, 5.2.1.)

3.4. A BRIEF HISTORICAL SURVEY OF COMPUTER MUSIC SETTING

The following historical aurvey of computer music setting is based on onpe that
appeared in a 1974 paper of mine [BYRD74]. In that paper, I classified graphic out-
put devices in the same way as I did above: into those having music characters in
hardware and those not having them in hardware. I also classified systems in an
obvious way aa basically either “batch’ or “interactive™. I think this cizssification is
otill useful. In fact, it might be argued that the major change in music setting sys-
tems between 1974 and now (1083) is the same as the major change in natural
language text systems in the same period: an overwhelming preponderance of bateh
processing has been replaced by s preponderance of interaction, with hybrid systems
(sometimes called “integrated editor/formatters”) now heing very important.

David Gomberg has made sume intercstisg philosophical comments on the issue of
batch versus interactive computer music setting. In his dissertation [GOMB75] and a
prper based on it [GOMB77], he describes the design of an ambitious and highly
automated batch syatem and criticizes others for relying on interaction. The foliow-
ing quotation {(GOMB?5, pp. 33 —34j makes his position clear.

The= =ventual goxl of this project {Gomberg's] is to take people out of the process to

the fullest degree passible... it is expectcd that for certain complex situstions, a
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small residue of autographic work will he necessary, but that most compositions of
ordinary difficulty will require no hand finishing. [Leland] Smith takes a different
view and interlaces human and cor- ater activities. Permitting explicit interaction
has cllowed Smith to produce firat level results quickly, and some of what he hasy ac-
complished is quite execuraging. Nonetheless, by oot excluding human setivity ftom
the start, he will likely Gad it difficult to do 20 Inier. There is a very basic resson for
removing human activities from the sysiem, pamely that these activilies require
koowledge and skill in many ways comparable to those of an engraver or antogra-
pher...

Gomberg also gives a briel survey of early music setting syatems,

A much more recent and extensive but much more general survey paper is
relevant to this discussion: “Document Formatting Systems" by Furuta et al
[FURUS2Z]. It is concerned with the preparation of documents of all kinds, which (at
present} means primarily text, with extensions to mathematics, £2bies, and line draw-
iogs, although it touches on other domains, including music notation,

I shall now begin the survey. The reader should bear in mind that these systems
have widely differing aims: some were really intended as music editing, not setting,
systems, in particular "Mockingbird"” and Korofeld's system. See See. 5.3.

The firat work on computer setting of music I know of was done by Lejaren Hiller
and hia associstes [HILLOE]. They were working on this problem st least as early as
1081, using the ILLIAC I computer with a modified Musicwriter music typewriter for
both input and output. The main modification to the music typewriter, other than a
digital interface, was installing motors and circunitry to provide discrete control of the
vertical axis, Hiller's was eusentially a batch aystem with the unusual featore of
CMN ioput. It produced high-quality single-voice-per-stafl scores, but was totally
dependent on one-of-a-kind deviees both for computing {the ILLIAC I} and for
input foutput {the modified music typewriter). Far more important, however, its
softwara hardly went beyond aimple, low-level control of the hardware capabilities of
the music typewriter to automate any part of Aspects I and 2 of the music settting
process, In fact, this system should be regarded mostly as a batch editor and hardly
as a formatter at all: [HILLO5] emphasizes its value for making corrections withant
having to redo portions of the music that are nnchanged.

Harry Lincoln's batch program [LINC70] used DARMS input and drove a stan-
dard impact line printer equipped (in the manner discussad in the last section) with a
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print chain having music characters. It produced rather low-quality ontput and was
quite limited in the complexity of music it could handle. With such hardware, as |
have suggested, this is hardiy surprising.

To my knowledge the first music setting syatem that did any real formatting, and
the first wing widely available hardware, was that of A. James Gabura
[CALC67).[18] By 1967 his batch system MUPLOT was running on an IBM scientific
computer with alphanumeric input and driving a standard mechanical plotter. It did
single-voice-per-staff scores of high quality but with rather severe limitations.

Anothez ecarly batch system was thot of Norbert Boker-Heil [BOKET72], which
took input in the ALMA langusge and again used a mechanical plotter. It could do
single-voice-per-strfl scores of somewhat lesser quality thap Gaburs's. This was
perhaps the first batch system whose capabilities approached the point of practical-
ity.

I have already mentioned David Gomberg's proposed batch system for music set-
ting [GOMB75, GOMBT77]. He planned to have input in the DARMS language. The
results of Gomberg's work are 100-odd pages of narrative text and no CMN output,
so his work must be evaluated very differently {rom others’, most of which have pro-
duced very little text but substantial CMN. Gomberg describes in considerable
detail, with Jata structures, a method for punctuation (see Sec. 4.5} in rhythmically
very complex contexts, including nested groupets; he gives an algorithm for determin-
ing beam placement and slope that is probably better than any given in any book on
notation (see Sec. 4.2.1); and he proposes a data structure for the overall internal

representation of a piece.

Gary Nelson id some interesting work oo music setting in the early and middle
1970s. His firat system, NOTATE}, was written at Purdue Univemity; it did one-
voice-per-ataff scorea in a notation that differs from CMN in employing spatial nota-
tion of time (ses See. 2.3.3.4). NOTATE! produced output on an eleccrostatic
piotter, on which it was highly dependent. More recently, at Oberlin College, Nelson
has developed an integrated system of music programs ealled MPL, written in APL

and running on a Xernx Sigms @ compnter INETSY7] MDLY: NOTATE funciicn

produces fairly high-quality scores, apparently with one voice per atafl, on a pen
plotter or graphics terminal,
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There is one other dissertation on computer music setting, that of Charles Render
[RENDB1]. Render's field was music education. Unlike Gomberg, Render did indeed
implement a system, named MUSCOR I, but it is amazingly bard to find out from
his dissertation — most of which is really a user's manual - what it actually does.
Ot p. 7, Render makes a statement that could be interpreted either as a claim that
his system can draw mearly all of the musical symbols in [ROSS70] —i.e., that it
handles Aspect 3 for all these symbols —or z3 a claim that his system also includes
virtually everything of any sort in [ROSS70] -~ that it handles Aspect 2 ay well. The
former claim is fairly impressive. The latter ¢laim, if that is what he means, is very
hard to credit, both because no one else has come close to doing 5o and because his
dissertation gives almost no evidence of it, either in implementation' details or sam-
ples of cutput (the only CMN in the dissertation is in very aimfjlc examples, and it is
not even clear whether these were set by MUSCOR 1I). Render uses a very clumsy-
looking alphanumeric encoding language, apparently of his own design, for input.
MUSCOR III includes an editor. Again, it is hard to be sure, but it seems to operate
on the encoding language and in a batch mode only.

Last among batch systems, my nwn SMUT will be discusscd in detail fater,

I turn now to interactive systems. One of the best-known and best music-setting
systems of any kind is Lelsnd Smith's MSS [SMIT73, SMIT78), developed at Stan-
ford University and long in use at the Center for Computer Research in Music and
Acoustica there. MSS appears to do quite well with simple to moderately complex
music in a batch mode. However, its real glory is its ability, with human interven-
tion from a graphics terminal, to do just about anything, CMN or otherwise.[19]
Input is with an alphsnumeric language of Smitk's design and MSS can give feedback
in CMN on a display screen. MSS can do scores with multiple voices on a stafl,
although it seems usually to require mannal intervention for corract stem direction,
slur position and curvature, and so on; however, it is sufliciently interactive that this
can be done rather casily and quickly. It can print groupets, slurs, chords, dynamics,
octave signy, and a wide variety of articulation marks and ornaments. It has a good
antnmatic beaming eapability. When its interactive graphics capabilities are used,
MSS seems to be fairiy machine-dependeni{20]. The visual quality of MSS's satation
is very good, although still noticeably inferior to engraving, for example on text,

accent marks, and slurs. (As ! have previously observed (Sec. 2.4), slurs are among
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the most difficult symbols in music notation.) It also makes stems too short under
some circumstances. It produces output via electrostatic or pen plotters. Smith’s
system is the only one I know of that does page layout automatically in such a way
as to guarantee a full last page (see Sec, 2.3.8.4). In fact, its layout facilities are
exceptionally sophisticated in that they calculate how much space is needed for every
measure in an entire movems.t before casting off, i.e., deciding system breaks. This
allows MSS to make much better decisions than the usnal one-system-at-a-time
methed can in placing system breaks as well as page breaks. (See Secs. 4.8 and 4.7.)
Notation produced by MSS has been poblished fairly widely, for example in
[MOOR77] and [CHAFS82], as well as in numerous publications of Smith's San
Andreas Press. One of the latter is [SMIT78), which calls itself “prabably the first
ook on music ever to be typeset by completely computerized means”. (A 1970 book
referred to on p. A33 of [ROSS70] was probably not completely computer set.)

Armando Dal Molin is certainly one of the important pioneers in computerizing
CMN setting. He has described his work in two papers [DALM75, DALM78]. Dal
Molin has been in the music-setting business for many years, and has been working
on automating the process since the 1940's, when he dﬁcioped (and sold) a music
typewriter of exceptional sophistication. In the early 1950's, he modified it to operate
clectrically and added a paper-tape punch “to provide digitized spaciag and line
justifeation”. 1 have already described (in Sec. 3.2.8) his psendo-clavier keyboard
and “PCS" input language, which he has used in two input devices of his design.
The first is the “PCS-300 Music Keypunch"”, a descendent of bis music typewriter,
with paper-tape output to send data to a minicomputer for hard copy. The PCS-300
is now obsclete and has been replaced by the “Musicomp” (formerly callsd “PCS-
500"}, » microprocessor-based graphic CRT terminal. Both devices give tha operator
feedback in CMN as she or he enters the music, and the Musicomp has good editing
capabilities. Dal Molin produces final output of essentially engraving quality on an
old photomechanical typesetter driven by the minicomputer. Beama, slurs, hairpin
dynamics, ete., are all availabls on the Musicomp, but are currently added by hand
to phototypesetter output, though Dal Molin expects to replace his phototypesstter
with @ now printer of zome kind thot =ill be sbls to pring them [DALMS2), Accord-
ing to Dal Molin, as of 1978, over 1000 pages of music per month were being pro-
duced with his system.
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A recent arrival on the mosic-setling scene is William A. Watking of MUSI-
GRAPH. Watkins is in the commercial music-setting business, using his own system
[WATKS82], which rans on Radio Shack TRS-80 personal computers, interactively
handles very complex textures, and produces graphically exceilent results, It seems
quite remarkable at first that it is practical to compute high-quality CMN on such a
small and slow computer (the processor is a Z80). Not to gaipsay Watkins's achieve-
ment, it is somewhat less impressive when one considers that he produces hard copy
on a (photomechanical) typesetter, which is less demanding than standard graphics
devices for two reasons (both of which were mentioned in Sec. 3.3.4): the computer
does not draw symbols itsell —the low-level work is done by the phototypesetter;
and, in Watkins' words, “curved and slanted lines” (all slurs and, presumably, most
beams, hairpin dynamics, ete.) are not done by machine at all, but are added manu-
ally. Regarding input of the music, Watkins says *Our system is similar in many
ways to a modern word processing system in that the operator, working from a
manuseript, 'types’ the music which is displayed in music notation on a CRT."

The next few systems should perhaps be considered to occupy a category of their
own, which might be described as “clavier-based” formatters. Most have rather lim-
ited editing capabhilities.

Perhaps the first workers on input from a directly-connected instroment were
Prentiss Knowlton and his colleagues at the University of Utah [KNOWT1,
KNOW72], They connected a complete electronic organ, not just a keyhoard, to a
PDP-8 equipped with .a randcm-sean dizplay. In fact, what they built may well have
been the first intugrated computer music system that could accept input either in an
slphanumeric Ianguage or from a clavier and that could produce cutput either in
CMN or via sound synthesis (in this case analog, not digital, from the organ). Ita
notation capabilities appear to have been rather limited both in extent and in qual-
ity. One reason for the low quality was that “music symbols [were] constructed from
s small number of lines to minimize flicker on a refreshing [i.e., random-scan]
display." The system could, however, display music in a pianc-roll-like notation as
well as in CMN. '

in Denmark, a consulting firm pamed Dataland, under the feaderhip of Mogens
Kjzr, has developed a very impressive formatting system called “Scan-Note". The
only published information on Scan-Note I know of is rather sketchy [CMJI78):
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The operator eaters pitches through a traditional organ-type keyboard while keying

in supplementary information (duration, legato/staccato, stast of slur, ete.) on an

auxiliary typewriterestyle keyboard. An additional typewriter is used to input text,

and to further specily the final appesrance of individual works.
‘This input is processed st by a microprocessor, then by a FORTRAN program run-
ning on a large computer. The music is finally drawn on a pen plotter “at approxi-
mztely twice the desired final size. Since the Scan-Note does not accommodate every
conceivable notation symbol used today, some symbals are added by hand during
final editing." [CMJ79] includes a page of an orchestral score produced with the
Scan-Note system. It shows mosi of the basics of CMN — slurs, articulation marks,
dynamics, etc. It involves voice grouping (see Sec. 2.3.8.2.4), staves with two rhythm-
ically indepeadent voices and instances of two-note chords, all in moderately complex
situations. No groupets occur, and the accompanying text does not mention them.
The overall quality is nearly as high as typical engraving. I have also had access to
some uppublished information [ANDE79}, which adds the (unsurprising) datum that
Scan-Note does automatic transposition, Dstalsnd originally affered Scan-Note only
in the form of » service, but has recently attempted to sell packaged systems to
music publishers, '

New England Digital Corporation has recently made available a music-setting
option for their “Synclzvier”, ons of the best-known digital synthesizers [NEDCS2,
NEDC83b]. It can utilize cither the Synclavier's keyboard in real time (requiring the
user to play slong with a click track) or an alphanumeric ianguage for input. CMN
feedback and editing are done with a medium-resolution graphics terminal and hard
copy is produced on a small dot-matrix printer. The editing capabilities sppear in
practice to be quite limited. The system can produce scores with one or two voices
per stafl, where each voice can inciude chords. When notation is done from keyboard
input, groupstc are apparently never generated sutomatically, but they can be edited
in. The same is true of dynamic markings, while slurs are not available st ell.
Visual quality is adequate for readability, though far from engraving quality.

A rather similar system was the “McLeyvier” [CMJ82, GILBS2], so called after its
inventor, David McLey. It was intended as a packaged commereial product consist-
ing of a computer, a digitally-controlled analog synthesizer with clavier, a medium-
resolution (512x512) graphics terminal, and = small plotter or dot-matrix printer.
The McLeyvier was unique in that from the beginning it was intended more as 3 tool
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for composers than performers, and this significantly afected software developed for
it. As I bave mentioned before, the McLeyvier snppnmd pon-reai-time clavier input
in addition to alphanumeric znd real-time efavier input. Its notational capabilities
were similar to the Synclavier's, and were intendsd o work largely avtomatically:
only a small amount of editing could be done on its notation. The McLeyvier was
briefly avai!ah!e‘ for purchase, but is now being redesigned under new auspices (Syn-
tronics of Toronto) with sn all-digital synthesizer and many improvements, including
much more powerful notation editing [SPIE83a, SPIES3b]. It will also have a new
name, not yet decided on.

The “"Mockingbird” system [MAXWS82, MAXW83, ROADSI], recently developed
at Xerox Palo Alto Research Center by John Maxwell and Severo Ornatein, is 3 very
interesting variation on the real-time clavier-based formatter, An overview is given
in the paper “Mockingbird: A Composer's Amanuensis" [MAXWS3]:

Mockingbird is a comporer’s amanuenris, a computer program designed to aid the
composer with the capture, editing, and printing of mesical ideas . . . Mockinghird is
not a publisher's aid, although it does print music, nor iz it a performer’s aid,
although it e=n play; it is strictly focased on the composer's need for a powerful
scribe,

Mockinghird is sn interactive music nofalion editor. It knows nothing about the
rhythmic, harmonie, or melodic aspects of music sxcent inasmuch as they are
represented in common music notation. To narrow the problem, we have concentrat.
ed on handling piano music. Mockingbird cannot presently handle orchestral scores
or muaic for instrumenta that require their own notztional devices.

Mockingbird was written in 1980, and it is somewhat surprising that no one had pre-
viously built such an obviously interesting systemm. We belisve that there are two
principal reasops: first, we kad at our disposal, for the Brst time, an wnuspally
poewerful set of hardware and software facilities with excellent graphics capabilities,
and second, we made a number of key decivions . . . which allowed us to bypass some
extremely duﬁéult problems,

The paper discusses the problems this quotation refers to; one is the vaice-
assignment problem, discussed in Sec. 3.2.5 of the current dissertation. Mockingbird
runs on the Dorado, a very high-performance personal computer developed at Xerox
PARC. All of the software is written in the FARG experimenial lapguage Mess.

Mockinghbird may optionally use a Yamaha CP-30 electric piano to record or play
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back music.

When music is played into Mockingbird, a score is initially produced (aud
displayed on a high-resolution raster-scan terminal) in a simple “piano-roli" spatial
notation (Sec. 2.3.3.4). Very powerful commands ar> provided that allow interactive
editing of all aspects of this score as well a= converiing it into CMil, The editing
facilities include a menu selection mode which can also be used to enter music. Orn-
stein has written of Mockingbird [ORNS82]:

|We] wish there were an easy way to get Mockingbird “out” [for use outside of

Xerox]. But there isn't, It's based on s gisnt pyramid of expetimeatal hardware and

software both of which are extremely powerful and permitted us to take a major step

forward relatively easily (less than 1 man-yeat's work},

An carly interactive system was Donald Cantor's CRT-based music editor
{CANT71]. It was based on the earlier work of W. B. Barker, whose program may
have been the first music system to use display terminals. Caotor's system ran on an
zarly minicomputer, s PDP-1 at Harvard University, and employed no leas than four
CRTs simultaneously. It was limited to two-voice music with each voice on »
separate stafl. Music was entered by the “menu sclection” method (Sec. 3.2.3). The
system could play back music (by gemerating square waves of the appropriate fre-
quency), and was therefore similar in many ways to Knowlton's contemporary system
described above. The major difference, from our perspective, was input method.

William Kornfeld of M.IT. hsa developed a “semi-interactive” music-editing sys-
tem for the M.LT. LISP Machine, The LISP Machine has 2 fairly high-resolution
(about 800x1000) bit-mapped display and ‘*‘mouse” pointing device as standard
equipment. This hardware, together with the LISP machine’s sophisticated
SMALLTALK-like multi-window uaer interface, zutomatically supports graphics pro-
gramo with a significant amount of interactivity. Nothing has been published about
Kornfeld's system except for two typical screen displays reproduced on the covers of
» journal [KORNB8O]. The following information was given to me directly by Korn-
feld {KORNB2]. His program is intended primarily as an editor, not a formatter. It
works in image space with a bit map. Input can be in any of three forms:
alphanumeric, real-time clavier, or non-real-time clavier. To edit music, the user
markn the region of interest on the screen, using the mouse. The principal editing

i

aperations are “insert"”, “delete", “iranspose™ (iz the musical senss}, sod twe
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rhythm-changing operations: "sugment” (increase the durations by a constant factor)

and "diminish" (decrense the durations by a constant factor).

Several very simple CMN systems are available commercially and may be useful
for some purposes, These include Passport Designs’ “Soundchassr Notewriter
{CMJ82], whick runs on an Apple Il personal computer equipped with a synthesirer
and clavier, and a new standalone device made by Yamaha, the MP-1 “Miniprinter':
a portable electronic clavier with synthesizer and built-in pen plotter that “prints
melody lines on a 2-1/2 inch wide paper roll”” [CAEB3]. Both of thess systems appear
to be limited to single-note-at-a-time music. [CMJIB2] aiso wmentions the "“Score-
writer" system for the Con Brio digital synthesizer, which appears to be more sophis-
tieated, but I have not been able to obtain any details about it.

3.6. HISTORICAL OVERVIEW OF MY SYSTEM

The reader needs to know a few tuings about how I started working on this pro-
ject to fully understand my approach. Before | knew anything about computers, i
was a composer. Like every composer, [ found myself spending manj hours on the
esscntinlly mechanical and unmusical task of neatly recopying — sometimes with
transposition — scores and parts of my pieces from barely legible pencil manuscripts.
So it is not surprising that when I first learned something about computers in 1887 1
thought, "I could program this machine to be my copyist”, and within » few months
set out to do so.[21]

The computer situation at Indiana University was for many years one of unlim-
ited access to a “maxicomputer” (CDC 6600}, with very mediocre timesharing (300
baud), and almest no interactive graphies. This was fairly typical of large universi-
ties until relatively recently. In any case, the mediocrity of the interactive facilities
forced me to take basically a “baich-processing', i.e., as highly automated as possi-
ble, approach to everything.

One thing I quickly became aware of when I started programming was the enor-
mous amount of time people at 1.U. were wasting duplicating work already done. |
saw two reasons for this: (1) programs written for one machine usually could not
easily be run on another; and (2) programs performing related functions that could
have been used together often had incompatible formats. These observations led me

. - a.
(1) tn write my ?rcgnmn fo2] :::0-‘-': na 'ru-.-u;\‘-' -l {2\ n -:::‘; bt awds o
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integrated system of music pregrams — including analysis and sound-synthesis com-
ponents as well as potation — that could easily be used together. The resulting
“Indiana University Computer Music System” is diagrammed in Fig. 6. Arrows
represent the flow of information; names in smsller print represent interface pro-
gams. SMUT i5, of course, the music-setting program whose development was the

kernel of my research.

In sccordance with my philosophy, and since a translator for MUSTRAN
{described in See. 3.2.4) already existed, ! dscided to use MUSTRAN as an input
language. By calling the program that recognizes MUSTRAN a “translator”, ! mean
that it translates MUSTRAN from a free-format context-sensitive form relatively
convenient for humans into a fixed-format context-independent form much easier for
another program to handle. However, the format of the information produced by
MUSTRAN is not quite suitable for inpat to a notation program; besides, MUS-
TRAN provides no high-level control features at all (see Sec. 4.3, 5.3.1, and
[BYRDB80] for discussions of such facilities). To transiate MUSTRAN output into
SMUT input and facilitate high-ievel control, [ =rcic an interface program, called
SMIRK. (The other pathway shown inte SMUT, through JANUS, is designed for
compatibility with composing progeams, such as MUSC and STOCHOS, and digital
sound-synthesin programs, such as MUSIC V)

Additional background and discussion of the implications of these basic design
decisions, especially portability, is given in my paper {BYRDS0}; however, | would
like to make some additional comments here. SMUT's overall structure was
influenced Leavily by two factors: my desire to make it portable, and its batch orien-
tation. These factors are interrelated: the desire for portability was one reasen for
the batch orientation. Anather result of the desire for portability is SMUT’s reliance
on sequential I/O only, considering that until quite recently mo widely available
higher-level langunge supported direct-access IfO in a reasonably machine-
independent way. This restriction to sequential I/O forced me to find ways ta do the
formatticg that relied at each step very largely on local information. (As Gomberg's
quotation in Sec. 5.4 makes clear, this is hardly the way a person formatting music
manually works., Here is a case in which, it scems to me, properly imitating manual
techniques would pay off; see Sec. 5.4.) The need to keep information localized, in
turn, led to SMU'L"s four-pass stracture.
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Chapter 4 is devotad to a detailed description of SMUT. However, a summary of

its capabilities comparable to those 1 have given for other systems should be helpful.

SMUT produces high- but not engraving, qusality scores with one or two voices per
stafl. Aside from integration into the [UCMS, its outstanding features center on two

arcas:

{1)

(2)

Portability, both in terms of CPU and graphic output device. In 1980, I con-
verted 3, version of SMUT from the original 60-bit maxicomputer (CDC
8000/ CYBER) version to a 32-bit virtnal memory superminicomputer (PRIME
50 series); in 1983, Kimball Stickney converted a later version frem maxicom-
puter to another, similar superminicomputer (DEC's VAX under the VMS
operating system). Each conversion tock 20 or 30 hours of work, less than one
percent of the 5000 or more honrs involved in developing the original version.
Also, SMUT bas been used to drive numerous output devices of all
vypes — random- and raster-scan, display and hard copy ~ with essentially no
incremental work per new device, simply bicause of its reliance on extremely
simple graphic primitives (see Sec. 4.7). See [BYRDS0] for more discussion of
portsbility isoues.

Automation. SMUT, with some aid from SMIRK, provides several important
high-level user-interface features: (o] transposition, i.e., changing pitches by a
constant; (b) automatic clel changes to avoid excessive ledger lines; [c)
automatic breaking of multibar rests into series of whole-rests; {d) performance
directions whose printing is conditional on their belonging to the top voice of a
group; {e¢) automatic rhythm clarification {see Sec. 4.4.1); and {J) lauwmntic
beaming, beam positioning, and [ractional beam pointing (see S=e. 4.4.2).
Features {a/ through (d} are =sspecially useful because they maks it possivle, in
most cases, to encode a piece of music in such a way that the user can obtain
from it either a score or a set of parts, with few or no changes to the data.
Doing so requires one or more of these features in most cases. Features (&), (e),
and (f) should be particularly useful to persons who are employing a computer
as an aid in the composing process, as suggested by (among others) Iannis
Xenakis [XENAT71]; in fact Xenakis' composing program STOCHOS has been
interfaced to SMUT, as shown in Fig. 6.
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NOTES

[1} One difficulty in patting together such & survéy & ihaé mwuch — periaps most—of the
relevant work has been done in nonacademic nettings and is nat readily svailable. This is espe-
cially true in recent yeam, as computer music setting has gained comsiderable commercial impor-
tance. As 3 result, a large amount of important work is unpablished. However, I have obtained
quite 3 bit of unpublished information from the researchers themselves, most of whom were vary
cooperative,

(2| [MOORTS5] describes a precursor, the “Melograph™ (not to be confused with the 18th-century
melograph I have previously menticned, which undoubtedly was drives by » divectly-connected
instrument). This was a “speciab-purpose piece of mostly analog hardware and a chart recording
scheme” develoned for the UCLA Etianwposicoloyy Nepzsvrmezt wbieh for iooss-Zonde wome,
could produce a graph of pitch as a function of time., Neither the 18th-century aor the 20th.

century melograph produced anything like CMN,

[3] In the graphics literature, tablets are usually described as “locators™, and pointing devices are
usually described as “picks”. In this terminology for interactive input devices, real picks are
rately used; instead they are uscally simulated, most often by locators. I will generally avoid
this terminology because I feel that, for our purposes, it would cause confusion more than it
wauld help.

l4] Again, an analogy to text processing presents itself: the “on-line character recognizer”. See
[NEWMT79, p. 2021].

{5] The developers of GARMS argue that using a letter name for the notation of a pitch implies a
low-level music-theoretic decision that should not be part of the encoding process. The
justification for this claim is too technical to discuss here, although it has to do with the relation.
ship between vertical position and pitch. The principle is certainly valid, but I find ita applica-
tion here totally unconvineing. Another argument in favor of the DARMS technique is given by
Gomberg [GOMB75, p. 14].

[6] 1 say “almost certainly not as well” on user-interface grounds. It is very difficuit for a system
in which the user's data is run through several programs in succession to give error messages ns
helpful as those that can easily be given by a single program.

[7} The meaning hers of the phrase “explicitly says” deserves some comment. In a typical system
of the type I am describing, the keyboard coniroller periodically sends the computer a string of
bits each of which represents a key, with “1" bils representing keys that are carrently depressed.
From the viewpoint of a progtam, this is certainly a more explicit representation of pitch than it
would get from sampling the acoustic signal generated by a performance. The human viewpoiut
can be quite different, however. Imagine a situation where, let 0a say, the Duchy of Grand
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Fenwick is at war with the United States and forbids the possession of recordings of the “Star
Spangled Banner”. Would a court be more likely to convict someone who has an ordinary audio
tape of an organ performance of the piece, or someone who has a magnetic tape containing digital
samples of the same performance? Very lkely the former. Lest this sound too silly, 2 pornogra-
pby trial was once held that turned on 3 similar qe=ction for videotape.

[8] Note, incidentally, that this entire discussion is based on the assumption that the performer is
trying to play in = constant tempo (and, of course, that the compater knows what the tempo is).
If this sssumption is violated, as it nearly always is in ordinary performances — i.e,, ones that are
not for the benefit of computers — the problem is far more diffieult.

[9] It may be objected that voice assignment of a note does not always have notational eonse-
quences. This is true, but it has such consequences so often that the problem cannot be ignored,

{10] The crossing of voices also causes serious purely notational {typographic) difficulties, as men-
tioned in Ser. 2.3.6.2.

{11} The aame classification scheme is appropriate for methods of loading the memoties of digital
sequencers, devices that are used in conjunetion with electronic music synthesizers to record series
of events {ordinarily notes) 20 that they can be recalled and played back with, typically, a single
keystroke, See the srticle by Devarabi [DEVA83|. The term “single-step”, commonly applied to
sequencers, is equivalent to my “nop-real time™, Devarahi says “in single-step loading, cach note
is entered as an isolated event, cither from a caleulator-type keyboard or from a [clavier]."”

f12] A remarkable book — |[CARL78] — exists which seems by implication to “give the lie" to my
ststements about the limitations of music typewriters, It contnins amazingly complex and subtle
pictures made on ordinary Roman-character typewriters, However, the book makes it clear that
the pictures wete daone with such techniques as rotating the paper in the carriage, varying pres-
sure on the keys {of nonelectric machines) to change contrast, doing fractiona! spacing, typing
through cotonts, etc. The enormous amount of work this will take for nontrivial results is obvi-
ous, so that doing complicated graphics by typewriter is really an example of what has been
called, with apparent reference to the Turing machine, the *“Turing Tarpit': a technique that
makes everything possible but little or nothing practical. More direct evidence of the utter
impracticality of doing CMN on conventional typewriters is provided by a statement by cne of
the artists whose wark appears in [CARL78|, Rochelle Vickey {[VICKB3], that “I have attempted
several times to type out music. Of all the fests I've performed with the typewriter, thai one
completely defeated mel"

[13] One music publisher, Novello, seems to disagree. They bave used movabls type for a sub-
stantial amount of music, including such a complex work zs Bach’s B-Minor Mass, published by
them in 19G7. I do not know if they are still using movable type.

[14] Knuth gives another brief history of typesetting technolezy [KNUT79, pp. 16— 16] in which
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ke argues that 1000 points per inch resolution is, for all practical purposes, perfect:
1 wan quite skeptical sbout digital typography, until I saw an actual sample of what was donson s
high quality machine snd held it under s magnilying glas It was impomible to tell that the
letters wero generated with a discrete rastes! The resson for this is not that our eyes can's distin-
guish more than 1000 points per inch... [but] that particles of ink can't distinguish such Boe
details — you can' priat the sdge of an ink line that sigrags 1000 times on the disgonal of a
square inch, the ink will round off the edges.

{15] Among commercially available produets, as of early 1983, the highest resolution random-scan
displays are about 4000 by 4000; the highest resolution raster-scan ones, about 1300 by 1000. For
hardcopy devices, the Bgures are invariably given as points over a linear distance, not total resolve
able points. Random-scan hardcopy devices (and phototypesetters, as I have already said) fre-
quently exceed 1000 poinis per inch, while raster-scan ones rarely exceed 300. Many of these
numbers could be raised by a factor of about 2, depending on how “commercially available” is
defined.

116] Gray lsvels are not quite irrelevant, in that — properly used — they can make a display
appear to have mach higher resolution than it actually has. The technique, which is of great
importance in many types of graphics, is called anlialiasing. See [FOLES82], p. 436. Also, color
played an important rcle in music notation at varioas points in history, and it is sometimes used
now in printed music for didactic purposes, although neither usage could posyibly be considered
part of CMN. For examples of music set in color by my system, see [HOFsa2a],

{17] This is because most vector devices, hardcopy or display, behave rather idiosyncratically at
the endpoints of vectors. For example, vector hardeopy devices usually depend on ink which
takes 2 mensureable distance to start flowing evenly. The inverse operation — converting from
vector to raster form — is straightforward and, in fact, is generally referred to simply as “scan
conversion” (see [FOLES2)),

{18] [RASKEO] includes a fairly high-quality sample of music, four measures iz Iength, printed on
a pen plotter by a program of Raskin's in 1967. He gives no details of the program st all; how-
ever, according to {GOMB75], Raskin

produced & rather standsed graphion psckage which produces stbitrary itzma on s plotter, By
specilying coordinates, lengths, etc,, be produced a drawing which happened to be four mensures
of music, but which might as well have boen a portion of = =ireuit diagram. There was o sttempt
ta determine the placement of the components in sny sutomatic way.

Such 2 system attacks only Aspect 3 and, therefore, is more comparable to Hiller's music type-
writer than to Gabura's system or to moat of the others discussed here.

{19] In his dissertztion {[GOMB75], Gomberg used two pages from the Double Concerlo by Elliott
Carter as examples of great notational complexity. Smith has printed one of thews nawes with his

system, alightly simplifiad, 22 & demozstiziisa.
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[20] This direct relationship between use of interactive graphics and machine-dependence is to be
expected. See [BYRDS0.

[21] My fizat estimate of how long it would take to bave a usable program was on the order of »
few months, not 14 yemts., Underestimates this extreme of the difficulty of programming CMN
seem to be rather common.



4
How SMUT Works

1. INTRODUCTION

As | have pointed out (in Sec. 3.1), one can view music setting as haviog three
aspects: selecting the symbhols to print, positioning them, and actually printing them.
My system, SMUT, is concerned with all three. It has a number of automatic
features that affect what symbols it prints. Nearly all of these can be disabled, but a
few (related to system breaks: see Sec. 4.5) cannot be, since I feel that what they do
is so deeply embedded in the syntax of CMN that it would not be worth the cfurt of
making them selectable.

Section 2.3 described the basic logic of CMN, intended, as 1 said there, to impart
a “reading knowledge" of music notation. It did not give any of the rules for select-
ing and positioning symbols that are part of ‘‘writing knowledge — rules whose
discovery and implementation has been a msjor part of my work. As [ said in
Chapter I, “The closest thing | know of to an explicit statement of the rules of music
notation . .. is still no more than, to choose a number, 5% explicit {as compared to
the usual value of, say, 2%)." In this chapter I will firat try to give the reader some
intuition about the problem by pointing out some questions that arise in a fragment
of simple single-voice music, in a complete page of score by Bach with one voice per
stafl, and in a fragment of music with two voices per stafl. As I proceed I will com-
pare these rules to those given by other writers. I will next give an overview of the
organization and operation of SMUT, and then describe some of its more interesting
features in detail. I will conclude the chapter by “talking through” the beginning of
the same page of Bach, giving much more detail.

Note: in this chapter I will criticize my work as 1 go, using the convention of
enclosing scll-critical comments in bold carly brackets, vir., “{ ... }".

115



4. How SMUT Werks 118

4.2. SOME BASIC QUESTIONS OF POSITIONING AND SPACING

4.2.1. One Volce

Fig. 1 is a short fragment of a Stephen Foster song containing a few quarter-
and eighth-notes, with no accidentals or say other complieating symbols, It
already brings up » number of questions, however. Should note stems go up or
down! How long should they be! These questions seem at first to have very
straightforward answers, and, in fact, they do — iit sulliciently simple cases. Ross
says [ROSS70):

A note on or below the second space {from the bottom of the staff] has an up-

stem on the right side of its notehead. A nole on or above the middle staff line
has a2 down-atem on the {eft side of its notehead,

As for length, Stone says [STON80):

sterns on single notes should be one octave long unless the note & farther than
one octave {rom the middle line of the stafl, in which case the stem is lengthened
to reach the middle lige.

The standard texts, and SMUT, all agree on these simple roles for simple cases.[1]
What constitutes a nop-simple case, then? Stone suggests one: : non-single notes,
i.., more than one notehead on a single stem, Another case i when two voices
share a stafl; the rules for this case are given in Sec. 2.3.6.2.1. Neither of these
situations occurs in our little fragment, but a third one does: notes in beamed
groups with stems. Here, each stem must end at the beam, a constraint that will
nearly always be inconsistent with the individual notes' normal requirements for
stems, in terms of direction, length, or both. The rules hers are fairly well agreed
on but far from simple. Ross devotes no less than 20 pages to this question,
mostly in tables. Gomberg [GOMB75] expends less paper on the point than Ross,
but probably sheds more light on it than Ress or anyone elae has; in any case |
will pot enter the fray here. I will, however, say something abount SMUT's
method in Sec. 4.4.2.

A question of a different sort is, how much horirontal space should be inserted
between symbols? The principle was expounded in See. 2.2.3.3, namely that the
ideal distance hetwesn sonsaenties Simoiooiupying  symbois — notes  or
rests — increases with time, but more slowly than iinearly. The nonobvicas for-

mula actually used by SMU'L, invoiviog expon=stiation and logarithms, is given



Figure 1. Positioning and spacing; one voice
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in Sec. 4.6, This ideal spacing is actually realited in Fig. 1, because of its simpli-

city, while it is viclated continaoally in real music, mostly for those short notes
that peed more thaa the ideal amount of space. This might be because of
accidentals or dots on the short actes, or it might simply be because the (humanl)

editor did not want to allocate more than the minimum possible space to, say,

500 32nd-notes in a picce so that a very few 64th-notes could be closer together
than the 32nds. See the next section and Chapter 2, Fig. 32.

4.2,2. Several Staves, One Voics Per Staff

A page of music by Bach, the first page of the so-called "Sloth Canon” from

the Musical Offering, BWV 1079, is given as printed by SMUT in Fig. 2. Sceeral

points of interest are labelied with numbers {enclosed in circles); I will now com-

ment on them, one by one.

(1)

(2
)

(4)
{5)

(8)

The heads of notes cccurriog at the same time are (when possible; see Sec.
2.3.8.2.1) aligned, not the stems or the first components of the note *hunka™
(See. 2.3.6.2.1), which include accidentals before the hoad and flags and dots
after it.

Flags go to the right, whether they are above or below the noteiead.

When a slur{2] extends across a system break, it is replaced with two slury,
one at the end of the first system and one at the beginning of the second.
Notice that the left end of the slur that crosses into the beginning of a sys-
tem cannot have a fixed left »>coordinate because it cannot begin until after
the key signature, whose width can vary greatly (down to zera).

See item (5}

This dotted-eight h-plus-16th group gets its ideal space aliocation, since noth-
ing in this or the other voites disturbs it. The similar group at {4), on the
cther hand, gets considerably more space in order to accomodate the top
voice. This clearly shows the violation of ideal spacing 1 discussed in the
previous section (Sec. 4.2.1).

Alignment here is interesting. The D-fat, the fourth note of the measure in
the middle voice, is positioned further to the right than it would ideally be
in order to leave room for the lowest voice, The 32nd-rest in the lowest
voice starts in the middle of the middle voice’s dotted cighth, and it is
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Figure 2, Positioning and spacing; several staves, one voice per staff in the Bach

Stoth Canan, score (set by SMUT),
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0

(8)

®)

{10)

positioned accordingly. Notice, however, that po additional space was
needed for the flat sign in the middle voice, which overlaps the second note-
head in the lowest voice. This poses no problem for the reader of the music.

This is onother, rather dramatic, demonstration of non-ideal apacing. The
32nd-potes in the bottom voice are spaced very nonuniformly becauss of the
naturals attached to two of them. As a result of the demands of the bottom
voice, augmented by the two naturals, the 16th-notes in the middle voice are
much farther apart than they “should™” be.

Compare the two tics, which involve notes of identical pitch and even dura-
tion: one is above the notes while the other is below. This is a consequence
of the differing stem directions of the eighth-notes in the two sitzations,
which difference results in turn from the beamed groups that the eightks are
involved in. The first beam requires both of its notes to have stems up {see
Sec. 4.4.2), which is normal for the tied notes, since they are in the second
space; but the second requires both of its notes to have stems down|3], and
the uwsual rule for slur placement is that the slur goes above the notes if one
or more of the notes it encompasses has a down stem.[4] Also, the left end of
the second tie had to be moved right from its normal position in order to

avoid intersacting the note's stem.

The stems of several of the notes in this beamed group have been extended
considerably so that none will be too short.

These two beamed groups zre very similar-looking, but their overall pitch
contours are reflected by the beams’ slopes: the one on the first is horizontal
while that on the second tilts slightly down,

Two global decisions are: where system breaks should po: and what groups of

notes should be beamed together. The former is in principle very intuitive. The

main principle underlying the latter is to show the underlying metric structure of

the music as clearly as possible.

4.2.3. Two Voices Per Staff

Chawtas & T
AR e wy &

ig. 48 (Beethoven, Spmpieny Ne, 0, HI, p. 138, claninets) is

another fragment, but a much more complex one than Fig. 1. It illustrates some

of iks problems that arise in music that has two voices per staff, many of which
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were mentioned in Sec. 2.3.6.2. Note stems must all be pointed up for the upper
voice and dowa for the lower; slurs, ornaments, fingerings, groupet accessory
numerals, etc., must be placed towards the outside of the staff. By far the most
dificuit, hunks need to be moved or even internally modified when either their
noteheads, accidentals, or dots collide: these occur in the second, third, and fourth
measures of the figure. Doing this automatically is beyord SMUT; it knows
nothing of inter-voice collisien problems. See the pext section and Sec. 5.2.1.5.

4.3. PRINCIPLES OF SMUT'S OPERATION

Internally, SMUT consists of an initialization phase plus four “passes”, which
roughly move down the list of aspects given above, progressing from the abstract
towards the concrete. One important way in whick this is visible is in the coordinate
systems used, which ! will describe when appropriate.

In the initialisation phase, one “layout line” and several “initialization lines" are
read. The layout line describes the page Iayout and also gives various global
parameters for the run, such as whether the run is “normal" or “edit' mode. In
normal mode, all four passes are run. The most basic option is whether a score
or a set of parts is to be produced. Most of the problems invalved are identi-
cal.[5] In edit mode, there are two options: either the first three passes can be
run to produce intermediate files describing a score or set of parts; or only pass
IV can be run (with intermediate files from a previous run) to actually print the
score ar parts. These options make it possible to run separate programs between
passes III and IV for special purposes such as interactive graphic editing sr com-
bining music with separately formatted text.(8}

The page layout is specified by five parameters, as shown in Fig. 3: height of
staff (HS), length of ztaf (XLN), y-coordinate of the bottom of the top staff
{YH), minimum gpcoordinate for the bottom of the bottom staff (YMIN), and
vertical distance between staves {YDELT).

Most of the initialization lines control features similar to those in typical natural
language text formallers: Llitles, ruuning {ooters, ete. Two, however, are specifie
to music formctting. One controls “grouping of voices”, a specification of a
hierarchy of the type described in Sec. 2.3.6.2.3, including which voices (if any)
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share staves.[f] Voice grouping determines whether barlines extend across
staves —they join ‘‘related” voices inte groups and are broken between
groups — and how conditional performance directions are handled (see Sec. 3.5
and Fig. 14). Voices snaring a staff have their stems pointed away from each
other, slurs, ornaments, and groupet ascessory numerals put on the cutside, and
so on. {Problem: SMUT is totally ignorant of the danger of collisions between
two voices sharing a stafl. In particular, when their notes are a second apart or
in unison, the heads will overiap or be superimposed {see Sec. 2.3.8.2.1), and
when both have accidentals and are within a sixth, the accidentals may overlap.
See Sec. 5.2.1 for a lengthy discussion of such collisions.} The other music-
specific command specifies how many measures are to go in each system of
music; if present it clears flag SYST to disable antomatic placement of system
breaks (se= below).

Pass I is primarily the symbol-seiecting pass. It reads the entire data file, which
must be arranged as all of voice 1, then all of voice 2, ete. Depending on the
options eanbled by control commoands, it performs various "bigh-level” fonc-
tions, as follows: )

(1) Deciding what accidentals to use, both regular and cautionary, if the flag
CHROM is on. (Cautionary sccidentals are accidentals that are technically
redundant but are incloded as reminders to the performer; they are often
printed in parentheses. For example, il C-sharp appears in the key signature
and one meansure has a C.patural, a C in the next measure without an
accidental may have a sharp in parentheses in front of it. See Sec. 2.5.)
{Problem: it is not always possible to determine cautionary accidentals for
voices sharing a staff by examining the voices independently. For example, if
a sharp appears on an F in one voice on a stafl, a following F-patural in the
other voice should always have an explicit natural. Ses [STONS0), . 166.}
SMUT allows pitch input in two forms, selected by CHROM. If CHROM is
on, pitch is described ‘“‘chromatically™: a statement of the actual pitch is
made, not of the notation, and SMUT chooses the appropriate enharmonic
representaiion. The CHROM pitch descriptor is simply an integer giving the
number of semitones above the bottom note oo the piano, AD in ASA pota-
tion (Sec. 2.3.2). So C4-—middle C—1is 39. A note with pitch descriptor
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40, then, might be writtan as a C with a sharp in front of it, a D with a flat
in front of it, or {depending on the key signatare and previous accidentals in
the measure and assuming that no cantionary accidental is needed) as just a
C or D with no accidental. If CHROM is off {the usaal choice), SMUT
expects an explicit description of the notation.

{2) Adding barlines, under control of the flag BAR. If BAR is on, SMUT sums
the durations of notes and rests as it goes, continuously compares the elapsed
duration in the current measure to the proper measure duration (as specified
by the current time signature), and generates barlines when necded.

(3) Rhythmically “clarifying” notes and rests, if the flag DESYNC (short for
“desyncopation™) is on. That is, any rest that makes the rhythm hard to
read by obscuring the beat is broken into a series of copsecutive rests, and
any note that makes the rhythm hard to read is brokes intoc a series of con-
secutive tied notes {which I wili call "subnotes™). The algorithm for this will
be discussed in detail in Sec. 4.4.1.[8] If a note that has been broken down
had a glissando on it, SMUT generates appropriate intermediate pitches for
the subnotes; otherwise all of the subnotes have the zame pitch. Note-
related symbols are moved to the appropriate subnote (usually the first).

(4) Deciding what notes to beam together, under the control of the time signa-
ture and the flag BEAM, and which way tc point fractional beams {with
algorithms discussed in Sec. 4.4.2).

(5} Generating whole rests (separated by barlines, of course) from multibar rests
if SMUT is making a score. (Handling of multibar rests is the only situation
in which Pass I cares whether it is doing a score or a et of parts.)

(8) Deciding when to change clef, if specified by the flag CLEF. When the user
sets CLEF, she or he must specify which clefs the program may choese from;
this is necessary since, as pointed out in Sec. 2.3.2, CMN employs only a sub-
set of the existing clefs for any given instrument. Of course, changing clefs
affects the vertical position of all notes, as well as of many other symbols
{slurs, groupet accessory numerals, ete.), following. A good algorithm for
deciding when to change clefs would be fairly complex, requiring, at the least,
some lookahead. A really good algorithm would also pesd considerable

zuswledge of the scmaontics of music; 20 See. 2.5, SMUT ia very simplem.

e g 8

inded =bout this, however: with some minor restrictions, it simply chang==
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Ifa

clel whenever it encounters a note that would need more than four ledger
lines in the current clef and changing to one of the allowed clefs would reduoce
the number of ledger lines.
(7) Handling SMUT's very simple control mechanisms, namely loops with fixed
iteration tounts and coaditionals,
Pass 1 also makes some positioning decisions, such as: whether beams go above
or below notes, and approximately where; whether slurs go above or below
potes; groupet accessory numeral vertical positions; and stem directions (up or
down) and stem lengths. (For beamed notes, stem lengths assigned bere are
approximate, since they depend on the position of the beam, which cannot be
decided exactly until Pass IIl: see Sec. 4.6.) All of these decisions are affected by
the SHARE flag. This flag is automatically set at the beginning of each voice to
indicaie whether the voice is the upper of a shared staff, the lower of a shared
atafl, or has a stafl all to itsell, but the user can (for apecial parposes) explicitly
set it to any of these values at any time. Pass I writes its output on scratch file
1, still with all the data for each individual voice together, The coordinate sys-
tem used here is, for the time/x axis, “attack time" (see Sec. 4.6); for the pitch/y
axis, an integer number of “half-lines” relative to the bottom line of the staff (so,
for example, a note on the top line of the staff has pecoordinate 8).

score is requasted, Pass IT sorts the Paws I cutput file by measure onto scratch
file 2. In order to align everything properly in the score, SMUT needs to exam-
ine everything happening in measure 1 across all voices, then everything in meas-
ure 2 acrosy all voices, ete. {Problem: This method will not work for the
significavt body of music in which barlines do not always coincide, i.e., measures
do not always begin or end together. However, this cannot occur in CMN, and
being able to slice the music into independent sections cousiderably simplifies
matters, See [GOMB75] for an approach to music setting ihat does not assume
coinciding barlines.} Of course, this is much more easily done if the input is
sorted by measure, which is the raison d'éire of Pass II. If a set of parts is
requested, Pass Il does nothiag except output some statistics.

[=ge T4 oA

Pazz I i sozeerned mostly with positioning, It reads sexatel Sle 9, one bar of

score ar of a part at » time, and assigns final j-coordinates to several symbols
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that could not be fullr handled by Pass | — for example, beams. More impor-
tantly, in its “justification" subroutine JUSTIF, Pass Il uses the time informa-
tion it receives to assign temporary {becaunse right-justification has not yet been
done) z-coordinates to all symbols, i.e., it does global punctuation If SYST is on,
it decides as it goes when the current system is full and a new one must be
begun. The process is quite complex; it is described in detail in See. 4.5. Pass
Il writes records, each of whick describes one musical symbol, onte scratch file
3, and control information — 2~ and p-position offsets for the system, the number
of records for the system on file 3, etc. — onto scrateh file 4. The coordinate
system used now has Hoating-point position values for both z and p, normalized
for a stafl of height 1 with its lower lelt-hand corner at (0,0). -

Pass IV rends scratch fles 3 and 4 and actunlly does all of the printing. As it goes,
it multiplies the temporary acoordinate of each symbol by an appropriate con-
stant so that the system is stretched to just the right length (as given on the
layout line), unless right-justification lias been turned off either globally or for
this system alone. It further scales p-coordinates by the actual height of the staff
desired, and offsets g-coordinates by the position of the bottom of the maff, o
produce coordinates iz the graphic output device's coordinate system. Pass IV
achieves device independence by using only a very few vector-drawing primitives.
See Sec. 4.7 for more details,

4.4. PASS I SINGLE-VOICE PROCESSING

I will concentrate here on Pass I's two fancy features relating to rhythm treat-
ment. N.B. These two sections involve many technicxzlities of 3 musical natare that
are not important to an understanding of the remainder of this dissertation. They
do, however, go to show how much nonobvious complexity exists in music notation.

The reader may wish simply to inok at the examples to sce what I am driving at.

4.4.1. Rhythm Understanding: Clarification to Insure Readability

The difference between techrically correct rhythm npotation and readable
rhythm notatior is not well known, although most musicians know that there fa a
difference. One important aspect of rhythm potztion has to do with not “obscur-

ing the bess”, that is, maling sure thot the vnderlying rhythmic strocture of the
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meter is always recognizable. This reqeires in some cases writing what could be a
single rest or note instead as two or more rests or tied notes: see Fig. 4. Curi-
ously, the notation books make only a few perfunctory comments on this sub-
ject.[8] The clearest statement of the principles | have seen is in an elementary
theory text [WINQ79, p. 114}

There are two guiding principles for ail rhythmic notation: 1. The notation

should show as clearly as necessary the underlying metric orgasization. 2. The

notation should be as concise as possible.

While perfectly correct, this statement is far from being explicit enough for imple-
mentation ob a computer (and, to my knowledge, nothing more definite has ever
been published). [WINO79] goes on to describe several ways to gotate a single
rhythm, ranging from abysmal to excellent; for the (human) reader, these do
indeed make the idea much clearer. But —— considering the present limitations of
artificial intelligence — examples are not of much help to a computer. It is cer-
tainly not immediately obvious from any set of examples how the rules should be
formalized. Consider the patterns to the left of the arrows in Figs. 4a, §, 4, ¢, J,
and g these need to be rewritten as shown on the right of the respective arrows.
{I will explain the numbers below the notes later.} On the other hand, Fig. 4e,
which looks quite similar to 40 and -, 13 all right as it is. A frst guesas at the rule
might be “subdivide a2 note or rest at the first internal point with rbythmic
strength greater than the attack point.” (The term ‘“rhythmic strength" was
introduced in Sec. 2.3.3.2; we will shortly give it a more formal definition.) This
is certainly too strong — it fails on Fig. 4¢ and, depending on whether or not it is

applied recursively, on either 5 or f— but is on the right track.

What constitutes clear, concise rhythmic notation?! For ope thing, it is obvious
that no note or rest should ever extend into the beginning or scross the end of a
groupet: having a quarter-note partly inside a triplet and partly ontside might be
concise, but hardly clear. But to anawer the question completely, we need to
know what the normal rhythmie structure of a measure is in whatever meter we
are concerned with, The discussion of meters in Sec. 2.3.3.2 gives us some of this
structure, including the term “rhythmic atrength'; let us continue the analysis
with an example along the lines of Chapter 2, Table 1. In 4/4 time,
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(Top-level measure division) o J

(2ndelevel= bests) . J J J
(BrcHlevel) S S R Y B
(tlevel J99d J994dddd JId9

We now have an implied hierarchy of rhythmic strength below the beat, but we
also need a hierarchy of beats within the measure.[I0] This is noc hard. Firstly,
the downbeat (the first beat of the measure) is always the strongest beat by far,
In metera with 3 beats per measurs, the second and third are equal; with 4 per
measure, the second and fourth are equal but weaker than the third. Continuing
up through 8 beats per measure, we might arrive at the following table:

beats per measure  strength pattern (0= weakest beat)
9

g0

800

9010

60100 or 90010

900100

9010100 or 5010010 or 9001010
90102010

0 »F 0B TN e GO KD e

Evidently, two-part division of each level is predominant, with three-part divi-
sion used where unavoidable. The “9" used above for the downbeat is not at all
sacrosanct, but zould be replaced by any number larger than about 4. Less arbi-
trarily, | bave used 0 for the weakest beat, with consecutive positive integers for
successively stronger levels above it.[11] These ccoventions are important in the
algorithm I am about to present, and can easily be extended to include the
below-the-beat hierarchy we bave already discussed. We can simply use conseco-
tive negative integers starting with -1 for successively weaker levels below the
beat. The complete pattern down to two levsls below the beat in 4/4 time is,

then:
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ST T T T

9-21-20-2-1-21+-24-20-42-1 -2

For completeness, we need one more thing: a way of awigning rhythmic
strength to temporal points within groupets that do not ¢oincide with any time
that can be expr=ssed without groupets.[12] This wouald pot be too hard to do
alopg the lines we've been following. In effest, groupets set up a temporary
“metric environment. However, I will oversimplify here (as SMUT does) and
assign to all such points a large negative value, say -6. This will lead to iucorrect
results only in a few very complex situations (but see Sec. 4.4.2).

Matters are slightly more difficult in compound meter. (The rule SMUT uses
for classifying meters as simple or compound was given in Section 2.3.3.2.1.)
Above the level of the beat, the situation is identical, but below the beat, com-
pound meters have two peculiarities, One is suggested by the non-parallelism of
Figs. 4c and 4c. Also, consider the rewriting necessary in Fig. 5o, whose simple
meter analog (Fig. 58) requires no rewriting. A little thought shows that the
difference amounts to s much stronger need in compound meter, as compared to
simple meter, to divide at the level of the beat and at the first level below the
beat. Note that nothing comparable shows up at any lower level; consider for
example Fig. 6. So, compound meters will largely be taken care of simply by
skipping -1 when assigning strengths, that is, the level below the beat will be -2,
The complete pattern down to two levels below the bent in 6/8 meter is therefore

9-3-2-:3-2-30-3-2-3-2-3
{The numbers beneath the notes in the figures are, of course, rhythmic strength
labels.}

We are finally ready to discuss the rhythm-clarification algorithm. It is as fol-

lows:

{1} Divide at any point >1 sironger than the attack,
(2) If there is more than one point exactly 1 stronger than the attack, divide at
the firet such point. (These two steps correctly divide Figs. 44, 5, and e, but

leave ¢, d, fand g alone.)
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(3) 1If the note or rest crosses any ;;;:int atmngcr than the attack and ends at a
point weaker than the attack, divide at the occurrence of bigher strength
(only ane is possible, becaunse of rules 1 and 2). (This takes carz of Fig. 4d.)

{4) If the note or rest has now been divided, its first picce is now satisfactory;
apply the procedure recursively to its second piece. (This takes care of Fig.
4f: cand g are still unaffected.)

N.B. 1t is not obvious that this algorithm always generates npotatable dura
tions, i.e., durations that can be represented by a single note rather than several
notes tied together, {It will be recalled that possible single note durations are of

*
the form ¥,dxZ" where d is a power of 2 and n<4 (or whatever maximum
=0

number of augmentation dots one chooses). See Sec. 2.3.3.1.) In fact, the algo-
rithm does not always generate notatable durations, althcugh problem cases are
quite rare; one is given in Fig. 7. When it generates a non-notatable duoration,
SMUT recursively divides it at the longest integral number of beats of duration
shorter than its full duration, unless this would be zero, in which case it divides
after the longest undotted duration possible. Some thought shows that this
added step always generates potatable durations. In Fig. 7, the basic algorithm
generates a duration of five 16ths, which is not notatable. The new step correctly
divides that duration into two eighths (which get fused into one quarter) and a
16th.

With the above "post-proceasing™, so far as 1 know, the rhythm-clarification
algorithm works correctly in all simple meter cases for notes. Two problem areas
remain, namely compound meters and pon-notes, i.e., rests, The Srst of these is
exemplified by Fig. 4. Adding a step to the algorithm between steps 3 and 4 will

handle such cases:

(3a} In compound meters, divide multiply dotted notes that are at or above the
beat level after the first note.

I have not implemented this rels, however.,

The second prohlem area involves treatment of rests. It is clear that the rules
for resta are somewhat different from those for notes, both in simple snd in com-
pound meters; see Fig. 8 for examples. The differences do not appear bard ta
formalize, but again 1 have not done s0.[13]
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Fig. © gives “before” and “after” pictures, abnwing- the results when the above
algorithm was applied to a variety of rbythm patterns from Resd's book on
rhythm notation [READ78]. 1 think that most musicians would agree that the
program behaved correctly everywhere except for measurss 2 and 3 of Ex. 2-4A
(Read's example number); there the program actually made things worse. These
two rhythms probably cannot be handled correctly on a note-by-note basia:
instead, the patterns need to be looked at as a whole.[14]

4.4.2. Rhythm Undersisnding: Beams and Fractional Beams

Another aspect of rhythm understanding that is important in a music-
formatting program is deciding what notes to beam, where to put the beams
and — least often considered — which w2y to point fractional beams. SMUT's
beaming is controlled at a high level by a variable, BEAM, that affects both the
extent of beamable areas and the “aggressiveness” of the beaming. Extent of O
means each beamable area extends for one beat (as determined from the time sig-
nature). Extent of 1 means beamable areas extend for one unit of rhythmic
strength cne level above the beat, of 2 means for one unit of rhythmic strength
two levels above the beat (almost always the whole n:::zteum:-).w For example, in
5/4 time, extent of 0 means beamable areas have one quarter-note duration, of 1
means they have alternate half-note and dotted-half durations|15}, and of 2 means
they cover the whole measure. Regardless of extent, aggressiveness may be set to
“aggressive” (beams within an area are broken only when SMUT's simple-minded
teats suggest a collision (see Sec, 5.2.1} with an intervening rest, clef, etc., is other-
wise very likely), “timid" (beams within an area ere kroken by any occurence of a
symbol that might cause a collision), or “none™ (no beams at =),

I have already commented on the standard texts’ lack of explicitness about
fractional beam direction (see Sec. 2.3.3.2.2). Fig. 10 gives some examples. The
basic idea is the same as that of rhythm clarification: fractional beams should be
pointed so as to clarify the underlying metric organization of the music. An obvi-
ous first guess at a rale is “if 3 fractional beam is on the first note of a beamea
group it points to the right, otherwise it points to the left."{16] Once again the
first approximation is not very good: this rule works on Figs. 103, ¢, f, and g, but
not &, 4, or c. But with the aid of the rhythmic strength rating system we already
have, pointing fractional beams correctly is not difficalt.
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Firat, observe that if there is a rest on one sids, the beam must point in the
other direction, so that we need only consider the case where both adjacent items
are notes. Also, the fractional beam cannot point outside of any beamed group it
is part of, so if it is on the first or last note of a beamed group it must point to
the right or to the left, respectively. {These rules take care of Figa. 105 znd <)
For cases that are still unresolved, let »; be the rhythmic strength of the note that
has the fractional beam and s, and s be the strengths of the preceding and fol
lowing notes, respectively. Similarly, let &, ¢, and & be the attack times of the
three notes. Then the algorithm I bave implemented is as follows:

(1) Set 2= min(max(s.4),mux(s,4.)).

(2) Find the first point of strength at least s before t;; the first such point at or
after 4; and the second such point at or after f,. These three points divide
time inte four intervals, each of which we take as closed on the left snd open
on the right in order to make a partition. We call thesc intervals, from left
to right, 0,1, 2, and 3.

(3a) If ¢ and 4 are in interval 1 and & is in interval 2, point ke beam to the lefi.
If &, is in interval 1 and 4 and & are in interval 2, point the beam to the
right. (This correctly handles Fig. 105, d, ¢, and [)

(38) If 4=0, f,=1, and 4=2, point the beam to the left. (This handles the only
remaining example, Fig. 107.)

(4) If none of the conditions in steps 3a and 35 are satisfied, increment # by 1
and go to step 2. {There appears to be a danger of an infinite loop here. To
detect it, the algorithm actually checks here for #32 and, if so, quits with an
error message; but, to my knowledge, this has never occurred.)

Step 35 is rather lacking in intuiiiveness. It does, however, handle every case |
know of that 3a fails on. {Problem: SMUT's faillure to consider groupets in
assigning rhythmic strength in more likely to cause mistakes here than in rhythm
clarification.}

Onee it has been decided which notes are to be beamed and ‘which direction
fractional beams will point, what remains is to decide whether to position the
beams sbove or below the polcs, and then to 2aign svaet geenardinates to the

beginnings and ends of the beams, SMUT does this totally automatically in all
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cases. Pass | decides whether the beams go above or below the notes, based on
the average note vertical position and the most extreme note vertical position.
Basically, the algorithm attempts to have the stems on most of the notes and on
the most extreme note point in the correct direction.[17} It also assigns tentative
wcoordinates to the ends of the beams; final pcoordinates are not assigned until
Pass [II (see See. 4.6).

4.5. THE LAYOUT TASKS AND THEIR ORDERING

This section is based on an identically-titled section of Gomberg's dissertation
[ZOMBTS, pp. 04 38]. An unusually thoroagh treatment of the analogous problems
in text setting has been given by Knuth and Plass [KNUT81]; I will refer to that
paper repeatedly.

Table I contrasts the sequence of basic layout tasks as performed by an ergraver
or other person formotting music manually, with those performed by SMUT. Two of
the terms used here are not well-known except to music engravers. Casting off deals

with an entire movement and consists of deciding how many measures (not

TABLE 1
Manual SMUT
1 Casting-off 1 I Beams, stems (begin)
2 Vertically position | 2 Global punctaation
staff 3 Casting-off
W Panctuation 4 IV Local punctuation
Beams, stems 5 Beams, stems {complete)
Ties, slurs 6 Ties, slurs
7 Vertically position
stafl

Codes: W: start writing {or engraving); [I: beginning of Pass IT; IV: beginning of Pass IV,
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pecessarily an integer: see note 23} will go in each system. This determining of “sys-
tem breaks" is closely analogous to the determining of line breaks in text {KNUTS81}.
Punctuation is the process of determining the exact horizontal position of every sym-
bol in the seore; it iﬁvu!ves, among other things, justification of the kind commonly
dspe whY text.[18] Referring to tozt 2ctiing, [KNUTEI] points out that the term
“justification' is now often used for the process of deciding where line breaks in a
seetion of text should go, while formerly it meant the process of adjusting the apacing
of a line {after the breaks have been decided) to produce a desired length; this ambi-
guity causes much confusion.[19}]

One problem with the manual process is intuitively obvicus: at least some
aspects of punctuation should be done belore casting off — how can one decide how
many messures to put in a system until one knowa where the last symbol in each
goes! However, without spending a great deal of time making a “practice run”, the
manaal formatier can do punctuation only while writing the finished score, and so
she/he is forced to do casting-off first. What happens in practics is that the person
does rough punctuation in her or his head while casting off, and is liable to msake
serious mistakes as a result. This is one of many instances in many domains where
computers have an advantage over people because they can do (in [KNUTB8I]'s term}
“Jate binding". A computer, of course, can do punctuztion perfectly “in its hesd";
SMUT indeed does some of the punctuation — enough to know exactly how much
room each measure will need — before casting off. However, it is more convenient to
do some of the wark later, so SMUT divides punctuation into two parts. (Gomberg
does the same thing.) The first step in the whole process is what Gomberg calls global
puncluation: assigning horizontal positions to symbols as if the entire movement of
the score were to be printed on a scroll, ie., a page of arbitrary width. Casting-off
for the actnal page width is then performed. Then, in Gomberg's words,

With the page boundaries decided, a final local punctuation must be performed

which is a fairly straightforward {nearly) linear expansion or contraction of the

existling] punctuation to ¢ the desired page width.
An even more dramatic difference between manunal and antomatic techniques has to
do with the moment at which the vertical position of the stafl on the page is decided.
This is again something the manual formatter must do quite early simply so that
she/he can start putting ink on paper. A program can (and SMUT does) postpone
this till the very end.
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4.8. PASS IiI: GLOBAL PUNCTUATION AND CASTING OFF

On each call, Pass [i['s subroutine JUSTIF globally punctustes one measure of the
score, finalizes beam and slur vertical positions, and optionally determines system
breaks, i.e., casts ofl.

Gomberg drawa a distinction between symbols that require Liorizontal space and
symbals that

are forced to fnd their space from that which is left over by those that require

it . .. Tempo indications, other performance directions, slurs and ties are examples of

elements for which space is found after punctustion is completed.
I will term Gomberg's dichotomy that of independent and dependent >coordinates.
Symbols with dependent »coordinates are “parasitic” on those with independent
coordinates as, for example, the position of a slur is dependent on a pair of notes, one
of which determines ita left end and ope its right end.

This is a good start; however, we need further to subdivide the independent sym-
bols bhefore we can discuss a punctuation algorithm. The need to distinguish a third
type of symboal is illustrated by Fig. 11. In our ferminology, clefs are certainly
independent symbols: they requirs horizontal space of their own.[20] Nonetheless, the
treble clef in the middle of the first measure on the urper staff shows graphic charac-
teristics distinctly different from notes, rests, etc.: this clel does uot have any
required horizontal position with respect to the second, third, and fourth eighth-notes
in the other stafl. Instead, it is simply right-justified against the next independent
item on its own atafl. Let us say, then, that independent symbols may be either
tolally ordered or partially ordered, We define the set of totally ordered symbols to
include any symbol whose horizontal position is forced with respect to any totally
ordered symbol in any voice. (Either type of independent symbol has its horizontal
position forced with respect to any symbol in its own voice.)

The various types of symbols in CMN are categorized as follows:

(1) Independant, totally ordered: notes, rests (other than whole rests), barlines, key
signatures, meter signatures.

{2) Independent, partially ordered: clefs, grace notes, pauses.

(3) Dependent: performance directions (depend on ane independent symbol), glis-
sandi (depend on two notes or a note and a grace note), groupet accessary
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numerals (on two notes or rests), beams (on two notes or two grace notes), slurs
and octave signs {on two notes, which may be several measnres apart. The
whole rest is a special case: it is normally centered between two barlines.

See also Table 2.

In order te de its puncioation ish, JUSTIF requires a list that includes all attack
fimes, that is, all times within the measurs where a nete or r=st starts in any voice.
In SMUT these times are expressed in multipies of a whole note. So far, this is what
[GOMBT75] calls the “rhythmic spine”. However, JUSTIF also needs entries in its
attack time list for all other independent, totally ordered symbols. The problem is to
insert these into the list in sach a way that (1) the attack times of notes and rests
are preserved well enough to allow proper spacing (which is, of course, a function of
duration), and vet {2) the symbols we have just inserted -~ those whose duration ia
zerg — have entries distinct in some way from their neighbors. This couid be done in
various ways, but SMUT accomplishes it with the following scheme: Let ¢ be, for
notes and rests, the actual moment when the item begins in whole notes relative to
the beginning of the measure, and for other items, tfhc moment when the preceding
note or rest ended. Let d be 1 for key signatures, 2 for time signatures, 3 for notes
and rests, 4 for barlines, and 0 otherwise, Then the attack time s is given by

d
-
s = ceiling(10004)+ 10

(The numbers 1000 and 10 in this formula are not critical; any similar values would
work.) Thus, the attack time of potes and resis is distorted enough to allow inserting
other symbols, but not enough to affect spacing noticeably. This scheme places some
limitations on what saquences of symbols will give correct results, bat the limitations
are all outside the syntastic boundaries of CMN: for example, a sequence of symbols
involving two clefs without s note or rest in between will not be handled properly,
but such a sequence can never oceur in CMN. Observe in particular that the sequence
Yclef, key signature, time signature, note™ (as often occurs at the beginning of a
piece) will come out in the correct order. Groupets cause no special difficulties.[21]
For the first measure of Fig. 11, the attack time list is .2, .3, 125.3, 250.3, 375.3,
500.3, 750.3, 1600.4. For the sesond measure, it is .3, 167.3, 250.3, 334.3, 500.3,
1000.4.
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TABLE 2. Operation Codes and Symbols in Passes [H and IV

op code  symbol, JUSTIF type  Representation  Pass
subsymbols
1 stafl/clef IF
clef 5,0
2 key signature iy
accidental s
3 time signature 134 T
4 note iT
head (s}
accidental s
edger line
augmentation dot O
note-sligned symbol
stem
fiag
5 grace note P
{same componenta)
6 rest 50
rest-related symbol
augmentation dot
7 barline IT
repeat dot O
8 beam D m
9 performance dir. D T
10 groupet acc.num. D T
11 gctave sign D
number T
dotted line
12 user routine cal} -
13 identification - T v
14 slar D S m
15 miscellanecus P
16 glissando D A

Codes for Representation: O: outline, S: skeleton, T: text (see See, 4.7 for terminology).

Codes for JUSTIF type: IT: independent, totally ordered; IP: independent, partially

otdered; D: dependent.

Codes for Paas: III: part of note command on Pass I input Ale, created by Pass BT:

IV: written on suxiliary Pass IV input file.
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JUSTIF assumes that data describing an entire measure is in an array, MEMB
{for “MEMory for Bar"), as a sequentially aliocated list of variable-length records, It
consists of an initislization section and four main sections. The initialigation section
does only one task of any interest: if the current measure is the first of any system
other than the first, then for cach staff it generates a clef and key signature identical
to those in efect on that stafl at the end of the previous system. The four main sec-
tions make four passes through MEMB and do the following:

Section I scans MEMB forward and punctuates type-1 symbols. The slgorithm starts
with the attack time list. It then:

{1) Assigns “ideal” apacings between consecntive entries in the list according to the
formula

idealspace=2.5¢ (4~ &)°

where 1, {; are consecutive entries in the attack time list, and ¢ and §= 22 are
set with the HCROWD and HBASE control commands, respectively. The
defaults are 1.0 for ¢ and 1.520 for 5. Here at last is the formula I have alluded
to several times. As I said in Sec. 2.3.3.3, what we want is for spacing between
consecutive symbals to increase with the time separating thc#, but more slowly
than linearly. (The time separating consecutive symbols is, of course, just the
duration of the Brat.) This formula does the trick 2s long as 1<8<2, i.c., 2 long
as 0< B<1, and a value of b about haifway between comes the closest to giving
the spacing of traditionally set music. (Note in particular that if 3= 2, B=1/2,

and the formula reduces to

idealspoce= 2.5¢/1—4

I used this formuls in SMUT for several years, but it does not differentiate
enough between durations; a slightly larger value of 3 gives better results.) ¢, a
“zrowding" factor, interacts with the rest of the punctuation process to produce
an interesting effect. Of course, in this formula, it is simply a scaling factor for
the ideal spacing. The interaction results from violations of ideal spacing. In
nontrivial music, as we have seen, ideal apacing is constantly violated, but usu-
ally only to a alight extent. But if ¢ is made very small, ideal spacing will be so
inadequate that it will cease to have any effect on the final setting, and every-
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)

3)

5022}

If this does not leavc sufficient space between consecutive symbols within any
voice, increases it just enough so that there is sufficient space. (JUSTIF knows
bow much space is needed both backward and forward from the referepce
point — the »coordipate — of each type of symbal.) {Problem: JUSTIF doesn't
really know: see Sec. 5.2.4.}

If the resulting measure width overflows the currcnt system and if antomatic
system breaking was requested, starts a new system. {This is essentially the
name as what Knuth and Plass describe for text [KNUTB3I, p. 1120] as “the
standard algorithm for line breaking”.)[23] Even if astomatic system breaking
was not requested, if the measure width overfiows the current system badly,
JUSTIF gives an error message and starts a new system. If starting a new sys-
tem results in the old one having rero measures in it, JUSTIF gives an error
mesaage. If it does decide to start a new system, JUSTIF pays special attention
to slurs, octave signs, and glissandi that cross iato the new systewn. Specifically,
it breaks them into two pieces, one for “here” (the end of this system) and one
for “there" (the beginning of the new syztem).24] It then quits, returning a
“start new system” flag. Note that, in this case, MEMB contains partly pro-
cessed data for the current measure.,

Section I also checks the durations of the carrent measure in all voices for agreement.
If the "'start new system” flag is set on entry to JUSTIF, it skips Section I and starts
with Section 1.

Section II scans MEMB backward, punctuates type-2 symbols, and does preprocessing of

beams for Section IIl. Recall that type-2 symbols are right-justified against following

sytbols; the backward scan is to facilitate this. The beam preprocessing normatly

consists simply of finding what the slope of each beam i3, based on the stems of the
end notes. A complicating factor here is that CMN places an ill-defined limitation on

besm

slopes (according to [GOMB75), 30 degrees). If the calculated slope exceeds the

maximum legal slope, the mavimum legal slope is used instead. SMUT adopts the
usnal method of accomplishing the charge of slope, which is to adjust the lengths of
stems of notes attached to beams; these could not have been calcnlated befors this
moment, anyway, since — unless the beam happens to be horizontal —stem end

cocrdinates that will caincide exactly with a beam depend on puactuation.
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Section 1! again scans MEMB backward (with short forward forays) and corrects end-
of-stem coordinates for notes {inciuding grace noles} in beamed groups. It uses the
slope for each beam decided on in Section II to adjust the pcoordinates of ends of
stems to end at the beam, and checks whether each note will then have a long
enough stem. If not, it changes the stem end coordinates and moves the beam up or
down while leaving its slope anchanged.

Finally, Section IV scans MEMB forward, punctuates type-3 symbols, checks agreement
of clefs, key signatures, and time signatores on shared staves, and outputs everything
for use by Pass IV. {Problems with the current implementation: JUSTIF needs an
image of the page to avoid collisions (see S=c. 5.2.1). JUSTIF should aatomatically
generate “end-of-stafl” material (new clef, key signature, and meter, if they are
changing) as well as "beginning-of-stafl'’ material. Pass 11l should do casting-off for
the whole movement at a time as Smith's MSS does, not one system at a time.
There is a ciose analogy in text formatting here: most text formatters decide line
breaks one line at a time. As Knutk points out [KNUT78, KNUTSI1], to achieve
optimal results, one must consider a whole paragraph at s time, as his TEX does.}

4.7. PASS IV: OUTPUT

Pass IV does all of the actual drawing of the mausic, one system at a time. It posi-
tions each system on the page vertically in accordance with the instructions it
receives, starting new pages when necessary; it does “local puuctzation’ by scaling
zcouordinates to right justify the staff (this is disabled in certain circumstances); and
it scales j~coordinates for the actual height of the stafl. It alse handles such details

as generating running footers.

The following discussion asasumes some knowledge of graphics hardware and sys-
tems. For background, see [FOLES2] or [NEWM79].

As | huve maid, portability was a very important design goal for SMUT. In Pass
IV, this means independence of the graphic output device as well as of the CPU.
Output-device independence in turn is highly dependent on the availability of stand-
ardized subroutine packages for various devices. In the words of Foley and van Dam
([FOLES2], p. 23):

The main purpose of a device-independent packuge used ir conjunetion with a high-

level programming language is to induce application program fand programmer) por-

tability. This portability is provided in mnch the aame way that a “high-lavel”
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machine-independent langusge (such as FORTRAN) provides a iarge measure of por-

tsbility: by tsolating the programmer from most muchins pecuiiarities and providing

language features readily ixﬁplemenud on 3 wide spectrum of processor.
Foley acd van Dam go on to point oui ibe importance of standardiration of such
packages, and to describe the current state of affairs, Briefly, very substantial effort
has now been invested in developing standards for device-independent graphics pack-
ages (see [GSPC79] and [ISOB1]). However, as of this writing (eariy 1983), no stan-
dard has yet been approved, and what is generally avaiiable is still fairly primitive.
In any case, when the current work was begun (in 1988) such issues were hardly
being considered. As a result, I have written Pass IV in such a way that it can be
run on any device with an absolute minimum of support, but can easily be made to

take advantage of greater support when available.

Pass IV works in object space (see Sec. 3.3.6) with foating-point coordinates, The
Pass IV symbol-drawing routines do all of their drawing by calling four subroutines:
RFILL, THLINE, THPLOT, 2rd STRING. The verions I have implemented of
these routines have a basic model of the output device that is purely vector-drawing:
the only primitives they use are PLOT (move cursor from previun:’s to new position,
optionally drawing a vector} and SYMBOL (write a string of text in a specified size
and undefined font}. As might be expected, nearly all real-world devices sapport
these two very simple primitives, although writing text in any sire is often not sup-
poried in hardware, Many hardware character generators have aize raatrictions, so

software to write characters in arhitrary sive is very widely available.

Now, Pass IV knows the resolution and linewidth of the output device, since they
are specified by the user {on the layout line). For many devices, these two parame-
ters have the same value; for pen-and-ink plotters, the linewidth is usually greater
than the distance between addressable positions. In any case, with this information,
RFILL and THPLOT Bl in regions {noteheads, augmentation dots, parts of clefs and
rests) by simulating raster-scan hardware, generating their own calls to PLOT to
draw lines at intervals of the linewidth. RFILL takes as input a list of vertices
bounding the region in question, i.e., an “outline” representation. It can fill in all
regions whose boundaries are convex polygons (actually, it can handle some regions
with concavities, but SMUT does not rely on this capability). THPLOT draws
“thick vectors' — for example, the nonvertical strokes in tha shars snd the natural,

These thickened lines are in fact convex polygone and =opld therefore be drawn by
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RFILL; I use THPLOT merely for its conceptual similarity to PLOT. THLINE
thickers lines in symbols — alurs, bodies of clefs, the rounded part of the fat, etc. —
by drawing the center line aud edges (and, sometimes, middle lines; sec below) from
a “skeleton’ representation, i.e., specification of a center line and (varying) licewidth.
Finally, STRING thickans ¢ext simply by writing it repeatedly with small horirontal
offsets, namely, successive multiples of the linewidth. Note that the output device's
linewidth, not its resolution, is used in all of these cases. Resolution is used directly
in only one way, to decide whether to thicken slurs at all or to draw a single *‘rero-
thickness” line. SMUT draws every slur as a circular are; when it thickens one, it
simply uses the same endpointa with slightly different radii of curvature to generate
additional arcs, then calls THLINE, {Problem: circular ares are really pot the
correct shape. Slurs in engraved music, especially long ones, are more curved at the
endpoints thar in the middle. Also, siurs can have infiection points, as noted in Sec.
2.3.3.1.1.}

The way in which many symbols are drawn is affected by a “ﬁub!ication quality”
switch. If it is set, RFILL takes extra care in flling regions (by drawing the outline
as well as making raster scans across the interior) and THLINE takes exira care in
thickening everything, especinlly quarter rests, slurs, and clefs {(by drawing middle
lines, among other things). This is in an effort to produce the best possible plot qual-
ity; however, it is !i];ely to help only op high-resolution vector-drawing devices, espe-

cially pen-and-ink plotters, and of course it slows execution down.

This minimal or “least common denominator’ output device method is extremely
device independent and can produce very good results. For examples of SMUT out-
put produced in this way, compare Figs. 2 and 12: these are, respeciively, the score of
Bach's so-called “Slotk Canon" printed on 2 Zeta 36535X pen plotter, and an instru-
mental part for the same piece, antomatically transposed with a clef change and
pricted on a Versatee 1200 electrostatic plotter. The Versatec has much lower reso-
lution than the Zeta, particularly visible as jageed edges on siurs and beams. (SMUT
took the low resolution into account and did not the thicken the slurs at all, since
they would not have looked good.) See also Figs. 13 (printed on the Versatec), 14
(Zeta), 15 (Zeta), 16 (Versatee; a demonstration of some of SMUT's special symbcls),
and Chapter 3, Fig. 4 (Zeta). However, this device-independent techrique has a
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Figure 13. Bandk: String Quartet No. 4,1, p. 1 (set by SMUT).
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hardware. Such ineflicicncy can easily be disastrous in interactive graphics, since it is
likely to increase response time significantly; but it is rarely serious in a batch pro-
gram such as SMUT. The particulars described above do involve one compromise
with visual quality: thickening of text should really be done ot merely with horizon-
tal offsets but also with vertical ones, preferably in a circular pattern. The image of
a point under thickening should be a two-dimensional region, not a line. However,
the inefficiency of drawing characters O{r®} times is too great, even for buteh use;
O{n) repetitions provides generally good quality with much better spead.

As 1 have tuggested, better support than the minimal PLOT and
SYMBOL — e.g., hardware ares iil or boldlace characters, or fast assembly-language
routines for area filling (perhaps by generating parallel vectors) — is becoming more
and more widely available. When it is available, any or all of RFILL, THPLOT, and
STRING can easily be replaced with trivial versions that simply invoke the appropri-
ate gperations, so nothing has been lost by the minimal approach, while nearly com-
piete device independence has been gained. THLINE is a little less sasy: to take
advaniage of i{ypical hardware features, it will have to convert from the skeleton
representation it receives to a list of vertices in the manner of RFILL. Thias is still
not at all difficult.

4.8. ASAMPLE RUN

In order to make the principles of SMUT's operation clearer, 1 will now go
through a sample run that produces two measures of a three-stafl score, specifically
the first two messures of the score in Fig. 2. The data for this run appears in MUS-
TRAN form in Fig. 17. The result of running it through MUSTRAN and SMIRK
(see Sec. 3.5) is the SMUT data in Fig. 18. Appendix I gives a complete description
of SMUT from the user’s viewpoint. However, the format of SMUT commands is
quite simple, and { will snmmarire it here.

A SMUT input file always starta by giving certain global information: it begins
with one layout line (having “'L" in column 1) and several initialization lines {having
various operatioc codes in column 1; see Table 3). (Also see the description of
SMUT’s Initialization Phase in Sec. 4.3.) The initialization lines, in this gass, rmn
through line © and describe only page header and footer information; they are ter-
minated by the line consisting only of “X".
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8C.,. 160-, 8C., 188B~-, 8$A-., {8E-, 8A-., 18G~, /[,
4F-., 7R, A20-, 22F-, STHE-, BF-..

$2G-, 324~, 8ND-., 328B-, 32F-, [,

40-., 640-J, O4Mi-, O4HB-, 840, 84D, 84K, sgr,
8440, 89A, 3245, 374, 3ZF, AZNE, AF., 16HD-, [,

8C, 32CJ, 32C-, 3D~, 3ZE~, 4F-, 107-J,

18D-, 18E-, 10F-, i80-, 1M&-~, 183-, 18F-, /.,

END

Figure 17. MUSTRAN data for the Slath Canon



I. 18 4

2. HS C'SLOTH CANON®

3. BS

4. B4 C'FROX THE NUSICAL OFFERING, B¥V 1079°'

5. ES R'J.S. BACH'

6. H4 R*(1885-17850)"

7. P56 Q'SWUT 2.8 SANPLE PLOT FROM NUSTRAN DATA®
8. F4 C'DURALD BYRD, WCC, IEDIANA URIV., BLOOMIRQTON. IN 47405°
9. R4 L'SLOTH CANDR®

10. X

if. + OMUST

12. '+ g&HCROWD

13. » NUBAR

i4. « FODESYNC

16. + KOCHROM

6. & 1 1-3 4 4-2 0

17. «128TLFT120

18. PL 4 02 B{ADACIO)

1. IO -00 -0 BIHMVERSUS

22, R 0 2 0

21. R 0 8 O

22. N33 018 0O
2s5. N 352 018 0O
2. N3t 0 4 01X
5. 8 1

8, N3t 0 8 0O
=7. R0 G & O
28, N2 0 2 1
2. B8

0. X

31. < BGHCROVD

32. + NOBAR

33. < NODESTNC
34. »  HOCHAOM
3. 5 1 1-8 4 4-2 0

8. #128TLFT128

37. P1 4 02 B(ADAGID)

3. I0 -00 -Q11ROTAL THEXE
V. B2 O 4 011

40. X280 018 O
41. B2 0 18 O
42. E2% 018 O
43. B3 018 O
. B31 0 4 1
4. X322 0 8 ©
43. B 1

47. ¥ 0 4 of1
48. ¥ 32 018 ©
46. N31 01i8 ©
50. W3z o018 O
Ei. X3 o180 @
2. N34 0 4 1
3. B 018 0O
G4. X328 G180 O
5. B 1

EA. X

Figure 18, SMUT input data for the Sfoth Canon



P1 4 02 8(ADAOID)
10 -00 -0 GRECTUS

R G 8 0
R 018 O
N2 032 0
N3 0232 0
8L 08 1
H32 0218 0
N3 0 & 1
R o3 0O
¥32 032 0
H3 022 0
H3 032 0
B 1

N20 0 8 1
Has o018 0
27 0 8 1
X208 038 0
H26 0 8 011
R26 032 ¢
¥22 032 0O
K23 032 O
N243032 0
H26 0 8 1
H27 018 O
B 1
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TABLE 3. Initialization Operation Codes

op code meaning

B Bars-per-system

C Comment

F Foater

G Group voices
H Hesder

R Running footer

The remainder of the input describes each veice in turn. It uses a set of opera-
tions completely disjoint from those used in the initialization phase. Columu 1 of
each line again contains an operation code, but now from the set given in Table 4.
The remainder of each line contains parameters for the operation, in a fixed-field for-
mat. o this case, the lines ip the next group, those beginning with “=", are SMUT
control commands. They twrn off right justification (11); ask that horizontal apacing
be reduced tc 85 percent of its usual value {12); disable automatic insertion of bar-
lines and automatic rhythm clarification (13, 14); and specify which of the two possi-
ble notations for pitch will be used below (15).

Now the description of the music praper begins. Line 18 asks for a new staff with
treble clef, key signature of three flats, and logical time signature of 4/4, but written
time signature of “C". (The distinction between “logical” and "'real” time signatures
is meaningful because, as we saw in Sees. 4.4.1 and 4.4.2, the time signatore —in
fact, the logical time signature — affects SMUT's automatic rhythm notation pro-
cedures.) A command like that on line 17 is always generated by SMIRK in case
there is an anacrusis (Sec. 2.3.3.2.3). This one says that the time remaining in the
currcnt measure {whose duration is four quarter notes, or 128 128ths) is 128 128th
notes: that is, it says that there is no apacrusis. Lines 18 and 19 describe
annatatinns — respectively, a tempo marking and “staff identification™. Line 20 st
last describes the first time-cccupying symbel (a half rest), line 2} the foliowing
eighth-rest, and line 22 the first note, the sixteenth-note G4. A tie occurs on line 24
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TABLE 4. Pzas ] Operatizn Codes

op code meaning

begin Artificial group (groupet)
Barline

Edit

Grace note
Identificstion/indent
Miscellaneons symbol

Note

Performance direction

Rest

Stafl-clel-key signatore-meter
ocTave sign

call User routine

e QO -l W YZE-0mE >

coptrol

(“Ti"}, and the data for voice 1 are terminated on line 30 by the “X". The only
interesting new feature in the other voices is the accidental on line 41 (a natural,
indicated by the “30").

This is, then, a straightforward description of the music that says nothing explicit
about symbol positions, not even stem directions. It does not say whether the ties
should be above or below the notes, let alone give exact positions for them. Beams
ars specified to an even lesser degree - in fact, there is absolutely no information
about them! The dats {oiber han global information at the beginning) are organized
linearly by voices: all of voice i, then all of voice 2, then all of voice 3.

The Pess 1l input file illustrated, slightly truncated, in Fig. 19 shows the efects
of two major transformations, namely those of Passes [ and II. As I said above, Pass
il simply reorders the records, sorting them first by measure and then by instrument.
Within cach instrument, they rems=in in their original order, but with some
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Figure 19. SMUT Pass NI input for the Slath Canon
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significant changes, as we shall ace. (Henceforth, we shall adopt the convention that
an expression like “line [1-24" refers to line 24 of Pass HI input. Pass I input
appears in Fig. 18, Pass [l input in part in Fig. 19, and Pass IV input in part in Fig.
20.) Not surprisingly, the most interesting case is that of the note. Line 1-22
describes the first note in the top voice; it is replaced by line III-8, then IV-7 (op
code 4 i3 a note in both pacsss NI and IV; zee Table 2). Here is a summary of the
information in the three forms. The coordinate systems were described in Sec. 4.3,

[-22 pitch=33 0 (E4, no accidental), duration= 16 0 (18th-note with 0 dots).

H1-8 time=625.3, y=2, head type=1, patem=09, 0 flags, 0 dots, accidental type=0,
beam activity=200 (begin 2 beams), begin 0 slurs and ties, slur direction=90,
slur modifiers=0.

IV-7 z=8.670, v=250, head type=1, p-stem=1120, G fiags, O dots, zccidental type
and position=0.

Pass IV is a straightforward interpreter that calls external subroutines to draw ali of

the music; its principles were described in Sec. 4.7.

NOTES

{1] A slight area of fuzziness is stem direction for notes on the middle of the stal. General apin-
ion bere is that this was formerly a matter of choice but that down-stems are now de rigueur.

[2] As mentioned in Sec. 2.3.3.1.1, ties are logically somewhat different from slurs, but, graphi-
cally, the possible shapes and positions of ties are a subset of the possible shapes and positions of
slure. In fact, after Pass |, SMUT does not distinguish between the two. Unless otherwise
specified, the term “slur” henceforth shonld be taken to mean “slgr or tie" {however, “slur or tie"
should not be taken to mean “slur or tie or tie").

{3] Actuaily, the argument that this particular group had to be beamed dowa is rather weak, but
the same tie placement situation would have arisen il the second note in the beamed group wers
much higher, in which case the beaming would unquestionably bave had to be down.

{4} This rale is particalarly reasonable for two-nate slurs (and ali ties), since it avoids aﬁy intet-
section between the slur/tie and the stem of the second note.

[5] The problems of aligning multiple voices in parts are far less sericus, when they occur at ail,

thaz = zoorom. Oz the other kand, plocing oo sorps (sog See, 2.0.6.3) b very hard i botd, but

L o



bar rweice x op  parsmsters

1. 1 i 100 1 3 1 Cosssenssnsnsessnenons

2. 1 1 1.350 2 B | [+] 199349043000 000 0483008

s. 1 1 2.880 3 4 4 ~2svueunsssanssssnssens

4. i i .070 ] 4 1] peal LEEIFIEITEY PR T T T T

6. 1 1 4.080 8 &0 2 Q0 1000sesseesnenssce

[- N 1 1 A.005 . ] 500 4 ] 1000es3sensseenees

7. i 1 g.870 4 250 1 1190 ] 0 Q

8. 1 1 0.000 8 8870 §20 &CI0 800 2 o

g. 1 i 0.000 8 8870 1120 (70 1000 2 a
10. 1 1 e.070 4 125 i 109 0 0o 0
11. 1 1 0.470 4 [+} 1 8756 0 ] )
i2. 1 1 11.876 7 1 1 875 0 0 0
13. 1 2 L1003 i 1 7 0 ¢ 0
14, ) 2 1.350 2 -3 0 1 4] [+] [+]
15. 1 2 a.880 23 4 4 -2 [+] a 0
18. b3 2 4.000 4 -260 1 g25 0 0 0
17. 1 2 0.000 14 4110 80156 -50O -0 -20 0
18. i 2 a.086 4 -250 i 8256 [+] g o
i9. 1 2 8.805 4 -3756 1 867 [+] [+ 30
20. b 2 7.205 4 -250 1 7ie v] 1] o
21. 1 2 0.000 8 €085 425 7888 EED 2 0
22, b 2 0.000 8 BOAS 426 7485 780 2 ]
28, 1 2 7.885 4 -125 1 750 c Q [«]
L 1 2 8.035 4 0 1 8756 0 1 2]
25, 1 2 10.076 4 25 1 1900 1 0 [+]
26. i 2 11,876 7 1 1 1000 1 o [}
27. 1 3 100 % 1 7 o b3 ] 4]
28. 1 3 1.350 2 -3 0 7 1 4] +}
20. 1 3 2.580 3 4 4 -2 1 ¢ 3]
30. 1 3 4.080 8 500 4 G 1000seseses 0
at. 1 3 4.805 &8 500 & G 1000¢ssesse [
2. 1 -1 5,256 4 1250 1 170 o g Y]
3. i 3 G.000 8 5285 §70 5845 880 -2 c
4. 1 3 c.000 8 5285 370 5845 480 -2 o
a5, 1 3 0.000 B8 5235 170 588k 200 -2 5]
8. i 3 5.085 4 1376 1 230 0 0 o
37. 1 3 a.006 4 1500 b1 500 ] 1 )
38, 1 3 0.000 8 7885 700 7834 700 -2 i
30, 1 3 0,000 8 804k 500 7885 500 -2 o
40. b 3 T.806 4 1826 i 800 0 0 o
41. i 3 8,086 4 1780 1 500 0 1 o
42, 1 3 10.075 6 500 8 0 1000esesese o
43. 1 3 10.776 4 1825 4 420 0 0 o
4. i 3 11,176 4 1600 1 asa 0 o] 0
45. 1 3 Q.u0d A8 10775 820 11575 8856 -2 e
48, 1 3 C.000 8 10775 620 11575 495 -2 (]
47. 1 3 0.000 8 10775 420 11678 295 -2 0
48. 1 3 11,576 4 1378 i 295 V] o 0
40. 1 3 11.876 7 1 1 b4~ 1] o 4] 0
&80. 2 1 0.000 14 0520 1244 -250 250 -2 4]
BL. 2 1 12,495 4 0 1 876 ] 0 [}
E2. 2 1 0.000 8 12485 876 13100 780 2 0

Figure 20. SMUT Pass 1V input for the Sloth Canon
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follows different principles. The difliculty of placing page turns b, for the time being, » moot
point: no computer formatting system I know of, incleding SMUT, even attempts to place them
actomatically.

[6] Prototype programs for both purposes have been written at Indiana University: the editor by
Hosalee Nerheim, the program to combine music and text by me.

|7] However, SMUT does not support all of the levels | mention in Sec. 2.3.6.2.3.

[8] The reverse capability — fosing several consecutive rests or tied notes into one — would be
both uaeful and relatively easy to implement, bat SMUT does not provide it.

8] This is especially surprising in two books that concentrate on 20th-century notation, |[STONSO]
and [READ78]. Stene cleatly recognizes the great impertance of rhythm notation in 20th-century
music; Read, indeed, is writing exclusively on rhythm notation. Nonetheless, peither includes
anything like a ciear statement of principles or a comprehensive set of examples on subdividing
notes to clarify the tbythm. (For more an Read, see note 14 below.)

{10] For notation purposes, there is no need to establish a hicrarchy of measures, since in CMN
every mesasure must begin with a note or rest and, therefore, no decision need ever be made zbout
whether to divide notes or rests at the barline. {Sec. 2.5 and particularly note 51 of Chapter 2
cite instances of dotted notes with the notebead before the barline and the dot after, a practice
that was not uncommon in the 1th and 17th centurics hut i now very rare. Also, measures with
no note or rest on the downbeat ean resnit from zroupeis $3at cross thie basline {as in Chapter 2,
Fig. 36, oboe), but such groupets are arguably not CMN.) However, a hierarchy of measares ¢an
be important for other purposes; see note 11 below.

{11] Allen Winold has pointed out that this acheme can easily be extsnded to rank strengths of
downbeats of measures, something of value to music theorists for nonnotationa! purposes. One
can simply use consecutive positive integers atarting with, aay, & for successively stranger downs
heats,

{12] ‘This phenomenon is not at all rare; in fact, it may be recalled that we used the need to
cotate such times as the basic justification for the existence of groupets (Sec, 2.3.3.1),

{13] Read, Ross, and Stone all give some sort of usage rules for rests; however, none of them com-
pares them to the rules for notes or makes it at alf easy for a reader to do s0. Furthermore, all
make the idcotical mistake of giving their rules in too cancrete a form, refesting to specific reat
durations, when what they clearly mean is rest durations relative to the beat and, thersfore, to
the time signature. See [READSS), p. 100; [ROS5S70}, p. 179; [STONS®], p. 133.

{14] Read also gives two versions of each example, similar to my “before” and “after’ versions,
which he calls “traditional format” and “modern forwat”, and says that the “modern” versions
have “equal clarity and prasmatiem® 1 disaseas 223 oo 25 biusl snusicians § bave asked.

[15] SMUT assumes that meters with five beats are divided 243, although 3+2 is also quite
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possible.
{16] In essence, this is the rule given in [DONAG3].
{17] [GOMB75] gives a more elaborate and probably better algorithm (pp. 72 ~74).

{18] The similarity between punctuation in music setting and line-breaking and justifieation prob-
Ierns in setting “polyglot Bibles” is especially striking. Knuth and Plass remark [KINUTSI, p.
1166]:

One of the most difficult challenges faced by printers aver the years has been the typesetting of

AR

“polyglot Bitizs™ = editions of the Bible in which the criginal languages are set side by side with
various transfations — sinco special care is needed to keep the versions of various languages zyo-
chronized with each other.

Knuth and Plass discuss saveral auch Bibles printed between 1517 and 1857, Needless to say,
these were all set by hand, and Knuth and Plass 3oy almost nothing about what automated set-
ting of such texts wonld requics,

[19] The terms filling and adjusting, respectively, sre sometimes used for these functions, e.g. in
the wellkknown UNIX text formatiers NROFF and TROFF aod their documentation JOSSA7S,
KERN78b|.

!20] Instances are bccaaicnally found in CMN in which a clef shares horizontal apace with a note

{sce Sec. 2.7 or examples). 1t is debatable whether this is really correct: it is certainly not stan.
dard.

[21] With respect Lo adding groopets to the spine, Gomberg incorrectly stales [GOMBTS, p. 46}
“One meaasure of the dilliculty involved is that no existing automated procszss appears to even try
to print groupets,” Actually, early versions of SMUT were printing groupets well before 1575 (see
{BYRDT4}} ~~ although not the nesfed groupets that Gomberg tries to handle.

122] [GOMBT75)] describes in detail a somewhat different and considerably mote complex spacing
method that is apparently the standard method used by music engravers. The computer notation
systems of Armando Dal Molin [DALMY78] and Leland Smith [SMIT73] use a “pseudo-Fibonacci
series” approsch: when the duration is doubled, the ideal spacing goes to the next Fibenacei
number {times a constant}. For reasons I do not fully understand, all three methods actually pro-
duce very similar results, and [ doubt if anyone bat an engraver would care ahout the differences.
My method has the advantage over the others of having two parameters that might nsefally be

varied, for example to set music with very tight spacing. -

{23] There ate two diflerences. First, SMUT does not “hyphenate’™: the equivalent in CMN,
breaking measures acroas systems, is indeed poasible, but is far more undesirable and rarely done.
A briel discussion of such phenomena appears in Scott Kim's book [KIMS1, p. 93] Sccond,

CACEPE GHRAEF VEIy Spoiibe cacumssaices, SMUT aover somprosses: =3 far =s it is concerned, the

ideal spscing i the minimum — which is not really s good assumption.
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|24] The equivalent in formatting most patural [anguages — breaking lines — can ot worst involve
breaking a word and adding a hyphen to the St part. This requires a dictionary or roles to
decide where to hyphenate, but is otherwise moch simpler, I German, breaking a word across
lines may also result in changes to its spelling.



b

Conclusions

5.1. INTRODUCTION

In this concluding chapter, I will try to shed some light on the fature of computer
music setting by criticizing both my work and that of others. What approaches
don't work well and what approaches do?! Why! I will discuss what seem to me the
most important problem areas in detail, but will touch on other areas only briefly.

The chapter will also be fairly specuintive.

6.2. SYMBOL PLACEMENT

ideally, symbol positioning in CMN should be done so that the notation not only
conveys the correct meaning, but does so with as little eflort on the reader’s part as
possible. But it should be obvious by now that following the explicit rules of CMN,
as given in the standard texts, is not even sufficient to guarantee correctness, much
less maximum ease of reading. This is strongly suggested by Sec. 2.5, “Counterexam-
ples and ‘Fully Automatic High Quality Music Notation' ". It was also the burden of
my statement in the Introduction {Sec. 1.3) that one of the goals of my work was

to gather explicit knowledge about one of the most sophisticated notational systems

in existence, namely CMN. There are of course many books on music notation, but

all, or nearly all, were written by musicians for musicians, and the natural resylt is

that they make huge assumptions...Thz closest thing I know of to an explicit

statement . . . is still no more than, say, 5% explicit.
A recent paper surveying document-formatting systems of many types includes a see-
tion entitled “Relations among Concrete Objects” [FURUS2, pp. 458--58] that
briefly discusses some of the formatting issues that arise in symbol placement for
CMN. L& brings up and criticires some of the ideas for “constraints” found in such
systems as TEX (glue between adjacent objects), IDEAL (equations involving points
oo wwbitrary objects), and ThingLab (“general” constraints). According to [FURUSY,
the technique used in ThingLab “includes equation solving as a special case, but is

184
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much more general [than IDEAL's technique] and 1wy G used with constraints that
are pot numeric.” Two references for constraint systems that [FURUS?2] does not
mention are [KNUT79), which discusses Knuth's well-known equatior-based system
METAFONT, and [GIPS75], which discusses still another type of constraint system,
the shape grammar with coordinates. Some of these are promising for positicning
symbals in CMN, especially in conjunction with other approaches, bnt it is very
doubtful that any of them "as is" can solve the problem.

5.2.1. An Unsolved Problem: Avoiding Perzeptual Colfisions

Onc important requirement of music setting that is still far from explicit is
that of :-oiding collisions. A collision might be defined as a situation where two
symbols overlap or touch. This requirement is especially interesting because it
bas close relatives in other areas of computer graphics, some of which we will
only touch on and some of which we will consider in detail: in realistic three
dimensional graphics (the “hidden-surface” problem), in cartography (the problem
of labelling map features), in design (the problem of positioning physical abjects,
¢.g., components and paths in an electronic circuit), and in an area that is a0t
ordinarily considered part of graphics at all, namely, typesetting text (the “kern-
ing” problem). The latter case is different from, and much simpler than, all the
others in that it is essentially one-dimensional, while they are two-dimensional;
nopetheless, it is worth thinking about.

As we saw in Secs, 2.4 and 2.5, many types of collision are perfectly acceptable
in CMN, especially where both symbals are (in some extended scase) lines. In the
latter case the English language has a more specific term than “eollision™, namely
infersection. For example, intersections of slurs and ties with stems, accidentals,
barlines, etc., are quite common, especially in crowded areas (see Sec. 2.5). These
collisions are acceptable becausc it is easy to see the separate symbols involved.
On the other hand, some situations where symbols do not acteally touck but
merely come close to each other are objectionable. So the term “ecollision" is
simultancously too inclusive (since some intersections are acceptable CMN) and
not inclosive epough (since some near-misses are not acceptable), W= zced o
better term. Let g5, then, rename a situation where two symbals overlap or touch
a literal collision, and call a situation where two symbols overlap, tonch, or come

close to touching in such a way that they cannot easily be separated by » trained
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eye 3 perceptual collision. (Thus neither type of collision is a subset of the ather.)
Intersections are always literal collisions, but are not necéssarily perceptual colli-
sions. In CMN, of course, we are concerned exclusively with avoiding perceptual
collisions. Some clearcut examples of literal collisions that are very likely to be
perceptual collisions would be: slurs cutting through noteheads or groupet auxili-
ary numersls, and performance directions being superimposed on noteheads or
beams. (In fact, these arc all very rare in published music.) Perceptual collisions
that are pot literal collisions are harder to describe verbally; Fig. 1 shows three,
arranged in order of increasing complexity. Fig. la is confusing at first glance
because the accidental, which can only belong to the following note, is positioned
closer to the preceding note. (A similar case is in Chapter 4, Fig. 13, m. 7, violins,
where a staccato dot is too far from its note and too close to a nearby dynamic
marking.) In Fig. 15, an augmentation dot on one note appears to be a staceato
dat on another. {A similar case in published music is in Bach's Nun komm’, der
Heiden Heiland, Peters edition, m. 8.) Finally, Fig. lc is an extreme case, sug-
gested by Hofstadter [IIOFS83a), in which “correct” placement of staccato dots
results in one being positioned fnaide an adjacent notehead! How can it be
insured that such things do not occur? ‘

Actually, we can distinguish two classes of domain, corresponding to the two
types of collisions. In the first, the “pictures™ are intended for human viewing:
this involves perceptual collisions. In the second, they are intended for wsz in a
machine: this requires a slight generalization of the notion of “literal collisions™.
For example, in electronic design, §a};outs of printed-circuit boards and integrated
circuits fall into the second category, They are intended to be used in making
machines, and so they must satisfy absolutely rigid criteria such as minimum line
widths and spacings: see, e.g., [MEADS0]. But guaranteeing minimum spacing
between symbols can be reduced to avaiding literal collisions simply by surround-
ing each symbol with an “envelope” and then looking for literal collisions between
the envelopes. I will call violations of this type of spacing constraint literal near-
callisions. Literal collisions are then a special case of literal near-collisions in
which the enveiopes are identical to their obiects.

Circnit schematics and most types of maps are much more like CMN in that
they are intended for human copsumption, so that the only criterion is



Figure 1. Perceptual coliisions that are not literal collisions
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readability. This is, of course, s function of the human pattern-recoguition
mechanism, and likely has no rigid rules whatever, as I have already argued (in
Section 2.5, “Counterexamples and 'Fully Automatic High Quality Music Nota-
tion' ). This makes the problem easier in some ways, but almost certainly
harder overall. I will go into more detaii on this question in See. 5.2.1.5.

Avoiding collisions of any type can best be thought of as having two totally
independent components: defecting collisions in a proposed layout, and resolving
them by moving one or more of the symbols involved. Literal collisions can be
detected relatively easily. The problem of detecting them arises also in “hidden-
surface” algorithms — algorithms used in displaying projections of three-
ditzensional scemcs on conventional “flat"” displays. These algorithms work by
computing what parts of objects are hidden by other objects closer to the
observer’s eye and are therefore invisible, A tremendous amount of work has
been devoted to such algorithms, and they are now rather well understood.[1]
Identifying perceptual colli=isns, hawever, is not relevant to hidden-anrface algo-
rithms and is not nearly as well understood.

The second component of the problems — resolving collisions in proposed
Iayouts — appears to be still less understood.[2] Which symbol or symbols should
be moved, and where should it/they be moved ta?[3] This subproblem apparently
has never been attacked in anything like 2 general way for either type of collision.
Not surprisingly, there are important differences in how collisions can be resolved,
but the differences appear unrelated to the literal/perceptual dichotomy. Feor
example, in circuit schematics, any component can be translated at least 3 little in
any direction, and many can be rotated arbitrarily. In CMN, on the other hand,
most symbols can be translated along ounly one axis, and none can be rotated at
all except for some rather trivial cases (symbols that have radizl symmetry and
whose rotation is therefore invisible, certain note modifiers (Sec. 2.3.8.1) that can
be rotated by 180 degrees); in this respect CMN is harder to deal with. These
differences are substantial emough that none of the large amount of work on
automatic placement in computer-aided design seems applicable to CMN. (For a
dizcession and bibliography, see [KIRK83).)

I will nuw discuss examples of both literal and perceptual collision avoidance,
with attention to representation, then consider how all this applies to CMN.
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5.2.1.1. One-Dimensional Collision Avoldance In Typesetting of Text

Some one-dimensional formatting preblems related to collision avoidancs
occur in typesetting of text. Despite the simple parameters — anly one dimen-
sion and literal, not perceptusl), collisions — they are not cum'plctae!:y‘ trivial.
Consider the spacing required to prizt the pairs of letters "AV” and "Wo™ as
opposed to, say, “AN" and “Wh": Fig. 2a shows all of these a3y set by
TROFF [0SSA76, KERN78b] (more precisely, by ITROFF, the Imogen laser
printer version of TROFF) in Knuth's Computer Modern font {KNUT82].
The problem here is what is called kerning. To make these ook correct to the
sensitive eye, most experts agree that one must take into account the shapes
of the characters [BIEG76]: when “A" is followed by “N" it requires more
room than when it is followed by V", since in the latter case the two charac-
ters can share some space (Fig. 28). “Kerning” is the t=rm for this sharing of
space, but the concept generalizes natarzally to include the opposite situation,
i.e.,, the situation where allocating each character the ohvions amount of space
results in consecutive characters being too close (Fig. 2¢, again set by
TROFF). Incidentally, note that the "’ in Figure 2¢ (as well as in the text
just now) is rcally a single character, called a ligature. In English, only a
handfual of ligatures are used, and they do not complicate kerning significantly.

Many tynesetting systems have an automatic kerning capability; TROFF
does not, although vne can accomplish it by manually overriding TROFF's
positicning. Automatic kerning is ordinarily done by table lockup on pairs of
characters. A pure object-space (see Sec. 3.3.8) approach like this is hopeless
for CMN and, in fact, dces not work that well even for text, since it requires
large, mostly empty, tables for use within each font. Worse, kerning is some-
times needed acro2s fonts, as, for example, in Fig. 2¢, where italic characters
adjoin roman punctuation marks, and supplying a table for every possible pair
of fonts would be a ridiculous averkill. Few if any text formatters attempt to
kern across fonts automatically. TROFF again does not, and, for this disser-
tation, it had to be corrected manually in several instances (Fig. 2d). A new
“semi-image-space” approach, recently developed by Electrozic Information
Techaclogy, divides each character iuto eight zones as shown in Fig. 3. In
most typesetting systems, the size of each character in a given font is
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described by a single number giving its overall width; there are kerning tables
of the type I have described, but no explicit information about the shapes of
the characters. In the EIT system, however, the sire informstion for each
character includes eight additional numbers, each of which says how much
space on the outside of its horizontal “hall slice” is vacant. This information,
which essentially gives the shapes of the left and right edges of the character
with very low resolution, is used in a straightforward way for kerning. For
text, this is in several respects a better sclution than kerning tables. It
sutomatically works across fonts just as well as within them. It can easily be
parameterized to suit a typographer's taste: varying a single number can pro-
duce any amount of kerning from none to encugh to make the characters
touch. (This is something like varying the size of the envelope in the literal
near-collision model.} More important for our purposes, however, although this
representation is one-dimensional, it does not appear hard to extend to the
two-dimensional domain of CMN, for example by describing the top and bot-
tom edges of the symbols 28 well as the left and right ones.

5.2.1.2, Perceptusl Collision Avoidance in Cartography -
A recent peper by Hirsch [HIRSB2] describes an algorithm for “automatic

name placement around point data”. Hirsch says, “Three basic map featnres
annotated by names are points, lines, and areas. The placement of names for
these festures is governed by the principls that the name and its cbiect should
be easily recognized.” Hirsch is concerned solely with placing names on
features of the first type so that they do not collide perceptually with other
names or with other features of that type. He cites the opinions of various
authorities on what relative positions of point snd name are most desirable,

and observes that, in the process of placing names around point data manpu-
ally,

three general procedural phases can be identified. Fimst, a given set of pames
is selected from a gaxetteer. Second, during a layout phase, names are itera-
tively placed in an attempt to find an overall solution. For instance, the cap
tographer might start agt with several promising name configurations, As he
proceeds, it may be necessary Lo rearrange some of the names already placed,
choose a smaller letter site, or exclude some names. In this phase, the gen-
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eral procedure is to work on the lettering draft from an arez of symbol densi-

ty oulwards placing the larger names first, then the smaller. Given ap ac-

ceptable layont, the final phase is the actyal placement.
Hirsch's algorithm assumes that names are always written horizontally. It is
designed to place the names so that they do not overlap, and so that each
clearly refers to its point symbol. It attempts to do this by (1) requiring that
the distance from any labelled point to its name be a constant, in other words,
that the “name™ (presumably, the closest point of the name) lie on a predeter-
mined circle around its point; and (2) not permitting any part of any other
name to enter a point's circle. Thus, the major variable is the direction from
each point to its mame. In addition, il the direction is 0, 90, 180, or 270
degrees, the name can slide alony a tangent to the circle at that angle. Hirsch
begins by putting each name in its preferred position, then looking for over-
laps. I could go into more detail, bat it should be clear by now that this pro-
cedure is so specific to its domaiu as to be of no value at all for CMN. Hirsch
references a thesis on automatically positioning feature names on maps, which

might be more relevant, but I was unable to obtain a copy.

Hofstadter [HOFSB3a] has suggested a perceptual coiiisinn that might
occur on a map that would take significant intelligence to detect. If a
byphenated name were to appear in large type on a map, the hyphen might
appear to underline another name in much smaller type.

5.2.1.3. Representations for Collision Avoidance

Perhaps the most obvious representation of a page lor collision avoidance is
with a bit-matrix, simply indicating (with appropriate resolution} whether
each “point"” on the page is cccupied or not. This secms especially appropri-
ate with raster scan displays, since such displays already have available just
this information (the resolution being, of course, one bit per pixel). However,
in order to be able to decide what to do when a collision is detected, we really
need to know what symbol each occupied point is part of. This is certainly
feasible with some frame-baffer systems that have many bits per pixel.fd] To
actually describe the image, we need only one bit per pixel (CMN is rarely
printed with cither color or gray scaicl), o the remeining bits are free for the
symbol deseriptor.[5]
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Uunfortunately, the advantage of the bit-matrix data structure disappears
on any nonraster device, and even on raster devices where the frame buffer is
not “memory-mapped”, that is, wheve it is not directly addressable by the
processor. Ap spproach that maintains device independencs and also looks
reasonably efficient is to keep the same information with a diffierent data

structure, namely the guad tree.

Quad trees were first used in the late 1980s, for example in a hidden-
surface algorithm developed by Warnock [WARNG8] (although the term “quad
tree” is still not used universally). They are now used extensively in several
fields of graphics, for example animation [HUNT78] and cartography
[WEBB83]. Hunter studied the quad tree extensively; he defines one
[HUNT78, p. 51] a5 “a trec whose rodes arc either leaves or have {our chil-
dren.” Thus, as the name suggests, they are quaternary trees. As used in
computer graphics, quad trees recursively subdivide the (two-dimensional) pic-
tare in question into smaller and smaller rectangular quadrants, with leaves
most commonly representing areas of uniform value (conventionally called
“ralor”, although it may be any information associated with a region} (Fig. 4).
Thus, quad trees represent the picture with variable resolution: high in regions
where it changes rapidly, low where it doesn’t. As is intuitively obvious, they
are efficient in terms of memory requirements for most applications; it is less
obvious but equally true that they can be efficient in terms of computation
time. Fast algorithms are known for many operations on quad trees, eg.,
superimposing regions represented by them and finding neighboring regions
[HUNT?78], and for converting between them and such other representations as
polygons [HUNT78], boundary codes [DYER80, SAMES0], and rasters {i.e.,
bit-maps) [SAMES1]. Incidentally, even with memory-mapped frame-buffer
devices, quad trees may be preferable to direct use of the frame buffer, since
they may improve cfliciency in two ways: (1) by making it possible to deter-
mipe very quickly whether or not a large region is free, and (2) by making the
resolution the program deals with independsnt of the resolution of the
hardware (this can improve efficiency because lower-than-hardware resolution
will probably work quite well in most cases, and execution time for most algo-

rithms is of course an increasing function of reoiuiion).
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Note that both bit-matrix and quad-tree representations are of the image-
space variety (Sec. 3.3.6). It makes sense to comsider sucl. representations,

since the probiems we are trying to solve are purely on the visual level.

5.2.1.4. Perceptual Collisions and Artificial Intelligence

As early as Sec, 1.3.1 of this dissertation, | exprased toe opinion that prac-
tical results in computer setting of music could be achieved in the near future,
but only by avoiding the Al techniques which, as I argued in Sec. 2.5, are vital
for "Fully Automatic High Quality Music Notation”. Nowhere is this more
true than in avoiding perceptual collisions.

As [ said in Sec. 2.5, making decisions in music setting can inveles both
common sense and the (local and global) semantics of the music to an arbi-
trary extent. | cited there a number of examples of literal collisions in music
irem weii-known publishers, as well as some things that are more relevant to
the current discussion: examples of symbola interrupted to avoid collisions
and of symbols written with nonstandard shapes to avoid collisions. How
could a system (whether human or computer) decide to do these things?
Obviously, only by comparing the possible alternatives — all of which, in
many cases, violate the explicit conventions of CMN in some way!— and
deciding what can most ecasily “slip”, to use Hofstadter's term. Hofstadter
argues that such decisions are the key element of human intelligence
|HOFS83b}:

When faced in life with a complex decision to make, with pressures being ex-

erted on us in various directions, often we find that something in our mind

“gives”, in the sense of yielding under pressure. We do not consciously choose

what will give; rather, we discover, to onr surprise, that something simply has

given. In many such situations the intensity of the pressures is small enough
that the decision is not erucinl; in them, the same kind of yielding or giving
takes place, but because the stakes are less, we often do not notice, either

during the decision or after it, that there was a conflict to resolve or that it
was resolved by something’s yielding.

These kinds of situations exemplify what § call mental “slipping’": the conver-
sicn of one concent into another related one under pressure . . . slippage is the
mechanism, not just a mechaniam, by which thought takes place in time in a
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mind/brain. The determination of what actually slips is the resuit of the
differential slippabilifics of the various facets of a mental representation of a
situation. These slippabilitics are not explicit numbers, but qualities depen-
dent on the entire interwoven structure, and they emerge only when the ep-
tire cognitive structure is stressed from the outside, i.z., pushed or pulled or
otherwise disturbed, and forced to yield,

See also [HOFS79, pp. 633 — 40, 641 — 80}, and [HOFS82b).

5.2.1.6. Avoiding the Entire Problem of Colliskon Avoldance

The cases we have been copsidering suggest the hypothesis that the
perceptual-collision svoidance problem is so hard that workers have com-
pletely avoided the problem itaclf. The few attacks that have been made on it
have been so dependent on domain-specific knowledge that it is hard to see
how they could be adapted to other areas. In music setting, i am not aware of
anyone thua far who has failed to avoid the problem; that is, everyone {to my
knowledge) has sidestepped it. (Additional evidence of the difficulty of the
problem i given by'my Counterexamples (Sec. 2.5). It is obvious in many of
them that the need to avoid collisions is what drove the composer or editor to
employ idicsyncratic notation.)

SMUT exemplifies one way of avoiding the problem: it does not even have
a mechanism for detecting collisions, whether perceptual or literal, but it
nonetheless attempts to prevent them, simply by following rules of thumb for
the placement of various symbols. For example, greupet suxiliary numerals
are positioned vertically just outside the range oeccupied by noteheads and
stems of the notes in the group, so that they cannot collide with the noteheads
or stems. However, this does not guarantee that an auxiliary numeral will not
collide with something else, say a slur or character string; it may actually
cause such a collision by positioning the numeral further away from the notes
than it needs to be. In fact, SMUT as currently implemented canno? look for
and avaid collisions, becanse it has po “mental image” —no image-space
representation — of what the page it is constructing looks like. I have already
discussed (in See. 5.2.1.3) how such ac image might be maintained, both in
terms of data structures and in terms of the information contained in them.
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5.2.1.8. Coliision Resclutlon in CMN

Suppose now that we have an algorithm for detecting some type of colli-
sion in CMN. Nat-urally, we muck prefer to handle perceptual collisions, but
that is rather a tall order, and (as a first approximation) the ability to deal
with literal collisions would probably be useful. Certainly part of the
representation icvolved would be information about the shapes of the symbols,
as suggested in Sec. 5.2.1.1. In any case, what domain-specific knowledge is
available to help us decide how to resolve collisions, and how should it be
used? Of obvious importance are the permissible trapsistions (in the
geometric sense) of CMN symbols. But we reslly need to know, not just
whether it is permissible ¢z move a clel horizontally or vertically,
but — assoming it collides with a character string — whether it is more desir-
able to move the clef or the string. A frst attempt at giving this information
appears ie Table 1. The larger the number a type of symbol has in the “Vert-
ical slippability™ column, the less undesirable it is to move a symbol of that
type in that axis, “Q" means the symbo} type has no flexibility and should
not be moved in that axis, no matter what the circumstances. The same holds
for the “Horizontal slippability” column. The numbers given are rough
guesses and could undoubtedly be refined.

With this information, s basic collision-resclution procedure, on which
many variations and improvements are possible, is obvious. (For example, one
might have separate numbers for up and down motion instead of a single vert-
ical motion number, and similarly for left/right motion instesd of Lorizsatal,
Or one might define the numbers in the manner of TEX “glue"” as in some way
limiting the distance the symbel can move, allowing larger displacements but
with an appropriate penalty scheme to discourage them.) At the same time, |
hope it is also obvious, considering all I have said, that the question of “slippa-~
bility" is an exiremely desp one that cannot possibly be satisfied in general by
comparing a {few numbers: shallow collision aveidance schemes like this one
may certainly work better than none at all, but they haves no hope of solving
all the possible sets of conflicting requirements in CMN.
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TABLE 1

Item Vertical Horizontal  variable
glippability  alippability  zspects

Noteheads, atems
Augmentatioa dota
Accidentals

Rests

Note modifiers

[ = B = B = R — ]
[ I S R -

Beams (affect stem LO
endpoints)

Slar endpoints 8 3 S

Tie andpoints 1 2 L

Groupet zccessory numerals 5 1 LO
and brackets

Character strings 9 9

Barlises and repeat signs 0
Clefs
Key signatures

= I ]
e

Time siznatures
Grace notes
Cctave signs

Gliszandi LO

W e ~1 Q@ o
|

Panses

Cedes for “Variable aspects': L: length; O: orisntation; S: shape.
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5.2.2. Symbol Placament by Simulated Annealing

A recent paper by Kirkpatrick et al {KIRKS83] presents analogies between sta-
tistical mechanics and combinatorial optimization that appear to me very promis-
ing for placing symbols in music notation. The paper’s aummary says

There is a deep and useful connection between statistical mechanics {the behavior

of systems with many degrees of freedom in thermal equilibrium at s fnite tem-

perature} and maltivariate or combinatorial optimization {inding the minimum

of a given function depending on many parameters). A deisiled analogr with an-

nealing in solids provides & framework for optimization of the properties of very
large and complex syatems.

Annealing is the process of altering the physical structure of a solid by “heating
lit] to and holding [it] at a suitable temperature and then cooling [it} at a suitable
rate for such purposes as reducing hardness, improving machinability, facilitating
cold warking, producing a desired microstructure, or obtaining desired mechani-
cal, physical, or other properties.” |AMERGE1] More specifically, the type of
annealing to which Kirkpatrick et al refer involves melting the solid, then lower-
ing its temperature slowly, spending = long time at temperatures in the vicinity of
the freezing point. The result of the annealing may be though&! of as minimizing
the valee of some function of the object. In simulated annealing, computations
arc done on some datum or set of data in order to minimize a given function of
the danta, usually called the “cost function™. Clearly, the process also invoives
annlogs of temperature and of the concepts of melting and freecing. In our case,
the printed music is the =olid; the amonrt of freedom the symbhols oz ths page
have to move around independently is temperature, and melting means changing
from no such freedom to some freedom; and the cost function is one that
describes nomerically the “badness™ of the particnlar arrangement of symbols on
the page. Obviously, an important ingredient of auch a function =ill be an eatic
mate of the sericuspess of any collisions involved —not an easy matter, as we
have seen. However, given a badness measure, “simuolated annealing” looks very
promising as » technique for improvement. Referring to attacks on NP-completz
problems, which frequently require prohibitive computational eflort for exact solu-
tions, Kirkpatrick et al write:

There are two basic strategies for heuristics: “‘divide-and-conguer’” and iterative
improvement. Ia the Arst, one divides the problem intn anhnroblams of mana=a
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able size, then solves the subproblems. The solutions to the sobproblems must
then be patched back together. .. In iterative itnprovement, one starts with the
system in a known configuration. A standard rearrangement operation ia applied
to all parts of the syatem in turn, until a rearranged configuration that improves
the cost function is discoversd., The rearranged configuration then becomes the
gew configuration of the system, and the process is continned until no farther im-
provements can be foand. Iterative improvement consists of a search in this
eonrdizntc spece fof rearrangement steps which lead downward. Since this
search usually gets stuck in a local but not a global optimum, it is customary to
carry out the process several times, starting from different randomly generated
configurations, and save the hest result,

(Although Kirkpatrick et al do not say so, presumably the process is always res-
tricted to ayntactically valid configurations; there would be no point to allowing
invalid configurations. Also, in setting music, where the cost function is tremen-
dously complex, it would be sensible to start, not with any random legal
configuration of the symbols, but rather with s configuration generated by
meathoda like SMUT's.) The essential difference between iterative improvement
and simulated annealing is that the former is deterministic while the latter is not.
In both processes, a step (that is, a rearrangement) that improves the cost fune-
tion is always accepted. In annealing, however, a rearrangement that Aurts the
cost fupction may still be accepted, depending on a random variable. The
rationale for this is to avoid getting stuck in a local optimum, to accept local wor-
sening in hope of global improvemsnt, to allow breaking “logjams™. The anuneal-
ing process accepts or rejects steps with the following procedure: let AC be the
change in the cost function produced by that step and let T be the current tem-
perature. Then if AC<O0 the step is always accepted, while if AC>0 the proba-
bility of accepting it is exp(~AC/T}). Thus the probability of a locally harmful step
being accepted decrenses as the amount of harm increases, but it increases as the
temperature increases, Note particularly that at zero temperature no harmful
changes are accepted. The effect might be thought of, in Hofstadter's terminol-
ogy, as parallel slipping of many things, using rome randomness to help decide
what slips are accepted. Kirkpatrick et al argue convincingly for the superiority
of annealing:

Anpealing . . . differs [rom iterative improvement in that the procedure need not

get stuck since transitioos ont of = locsl optimnm ase shrses possible o6 moneses
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temperature. A second and more important feature is that a sort of adaptive
divide-and-conquer occurs. Grosy features of the eventual atate of the system ap-
pear at higher temperatuores; fine detaily develop at lower temperstures,

5.2.3. Texture and the Importance of Stupidity

Severo Ornatein, in speaking of his and John Maxwell's Mockingbird system,
made the thought-provoking comment {[ORNS82]: “We were very cazeful to build
a ‘stupid’ system first into which 'smartness’ could be added Iater. That allowed
us to finish ~ and handle (piano} scores of more or less arbitrary complexity.”
This view of stupidity as desirable because it promotes flexibility is, of course,
much different from the vsnal one that a system should be a3 smart as possible so
as to relieve its users from the need to specily low-lzvel details of no interest to
them. In fact, however, these two viewpoints dovetail nicely. The resolution lies,
first, in the observation that Ornstein’s statement is really emphasizing the
desirability of modularity of levels of control, and second, in the attitude T express
iz [BYRDB0] and Sec. 5.3 belox . -t a complex system should let users work at

any level and change levels very easily.

Seen from Ornstein's perspective, SMUT suffers from a severe case, not of
over-smartness, but of overconfidence in its smartness: its high-level machinery
depends heavily on certain assamptions about CMN that are incorrect for a great
deal of music — perhaps most. The most important way in which this is true
has to do with texture (sce Sec. 2.3.8) and its eflect on symbol placement.

SMUT has built into it the assumptions that each stafl will have 2 constant
pumber of voices, that that oumbker is no more tksc twe, and ihat each voice
belongs to a single stafl.[6] As I have suggested before (e.g., Sec. 1.4), all three of
these assumptions are violated constantly in keyboard music, and occasionally in
music for other instruments. The number of voices on a typical stafi of keyboard
music varies continually, often reaching three, and voices frequently croas from
one stafl to apother. On the other hand, SMUT's low-leve! machinery could
profitably be used on virtually all CMN if only it could be accessed wiihout
interference from the high-level mackinery.[7]

SMUT is not the only music-setting system with limited understanding of tex.
ture; in fact, 1 know of no system that attempts to handle automaticalln mnre
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than two voices per stafl, a varying number of voices per staff, or voices shared
Letween staves. There is good reason for this: as I pointed out in See. 2.3.6.2
and 2.4, multiple voices per stall and interdependence between staves lead to
great complexity. This emphasizes azain the desirability of easy level switching.

It is probably safe to may that the major unsoclved problems of automatie
music setting are the two aspects of symbol placement we've just discussed,
namely collision avoidance and handling of complex textures. Neither is likely to
be solved in a very satisfactory way any time soon. This is especially troe
because the two are closely interrelated: complex textures are muck more likely to
lead to problems with collisions than are simple ones. See Sec. 5.6.

6.2.4. Modularity of Xnowledge and Single-Choracter Placement
The issue of modularity of knowledge relates to some symbol-placement prob-

lems that are much simpler than those of collision avoidance. A very common
problem in all kinds of formatting systems is that knowledge of how much space
various symbols occupy is stored in more than one place, so that it is possible for
different parts of the system to behave inconsistently. TROFF, for one, appears
to suffer from this problem. The version of TROFF available to me when | began
working on this dissertation had problems spacing text properly, but set the
mathematics of Figs. 40 and 47 of Chapter 2 correctly. A later version did better
with text, but much worse on those fignres. A few instances of improper spacing
of text still show up in this dissertation: for example, look at the “isio” in the
word “collision™ in any of the section headings of this chapter. TEX also suffers
from the problem, as does SMUT, The problem is a curious one in that, when
symbols are drawn by software, it is (in principle, at least) easy to solve; when
they are drawn by hardware, it is more or less unsolvable, since no part of tha
software really knows how much space the symbols need, but is also less likely to
cause trouble, since symbol space requirements are likely to change far less often.

Note, incidentally, the relationship of this problem to kerning and to collision
avoidance: this is a local, one-symbol-at-a-time problem, while kerning involves
two symbols at a time, ligatures {(in English) involve two or three, and collision
avoidance — at least in CMN — any number. Bat this problem is also basic to
Lermizg aud collision avoidance in that if a syatem dese mot Baove accurate

knowledge of the space requirements of individual svmbols, it camnot passibly
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handle other symbal placement problens.

Clearly, even if the symbols are drawn by software, the only routine that
really knows how much space a symbol occupies is the ope that draws it. In
SMUT, all of the symbol-drawing routines are in Pass IV; but in order to do
punctuation, Pass Il needs to knov how much space the symbols occupy, at jeast
horizontally (the current implementation concerns itselfl with vertical apace
requirements only in a very crude ‘rshion). Subroutine CALCXY answers ques-
tions from JUSTIF about horizontal space requirements. In addition, there are a
few cases where Pass IV routines do small-scale, local, vertical positioning and
therefore need to know how much vertical room other Pass IV routines will need
for their symbols.

Currently, routines in SMUT have built into them amsumptions about the
space requirements of symbols drawn by other routines, mostly via DATA state-
ments. A much better way to handle this would be to ask a symbol-drawing rou-
tine how much space a given symbo! will cccupy. This could be done simply by
adding two parameters to the calling sequence of each such routine, one input to
specify “print"” or “return information”, and one output in which to return the

spacing information.

5.3. EDITING AND FORMATTING, DESIGN AND DPRAFTING

The work of preparing visual information in many disciplines, including music, for
presentation to others is commonly divided into “editing” and 'formatting”. Two
recent surveys of editing and formatting, respectively, that apneared in a single jour-
nal issue are those of Meyrowitz and Van Dam [MEYR82] and Furuta et al
[FURU82]. Each paper mentions work on varions types of inforrzation but comcen-
trates on text(8], and each acknowledges the relevance of the other area. Furuta et al
define two types of hierarchies of objects, one composed of “abstract” objects (in
text, items like characters, "logical” words which might appear in dictionaries, para
graphs, sections, headers) and one of *concrete” objects {in text, items like represen-
tations of characters in a particular font, two-dimencional words with possible byphe-
nation, and lines). “A document is an object composed of a hierarchy of more primi-
tive ohiecta”, presumably {though they do not say so) either all abstract or all con-
crete. In this terminology, editing cpcra!.ioﬁﬁ are mappings from abstract objects to
abstract objects or concrete objects to concrete objects. Formatting operations are
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mappings from abstract objects to concrete objects. Meyrowits and Van Dam take
the interesting position that formatting is really an integral part of every editor, and
suggest that meliiple lormats are becoming more important.

Steven Johnson has pointed out [JOHNB1] » more abstract and general way of
looking at the process, namely in terms of what the user is trying to accomplish, not
what she or he is doing to accomplish it, in this view, the dichotomy is not “editing"
versus “formatting”, but "design' vursus “draiting™. (In the other view, it is hard to
classify input as cither editing or formatting; here, it is clearly part of degign.) Com-
puter processing of music is one of a class of problems that might be called
“‘computer-pided design” in a much broader sense than the wsual one. The phrase is
ordinarily applied to the automation of the fields that themselves go under the name
“design"’ — electronic and mechanical design, for example; but computer processing
of music and text, among other things, has mony similarities to compuater-aided
design. This terminology, again, is used only in the “design” fields. In music, design
is called “composing”, and drafting is called “copying’ (or “engraving” or “autogra-
phy”, ete.); wondering alightly outside of graphics into text processing, we find the
terms are “writing" (supported by text editors) and “formatting” or ‘“‘setting".
Whatever terms are used, the essence of the distinction is that design, in the striet
sense, is concerred primarily with semantics and secondarily with syntax. Drafting,
on the other hand, is ideally concerned only with graphics and poasibly syntax (nee
Sec. 2.4 for terminology) and should under no circumstances alter the semantics of
the material. Thinking more concretely reveals the usefulness of considering the pro-
¢cess as having a third part, what is usually called “editing” but might be better
termed “‘design revision"”. The reason for this distinction is, of course, that in most
real-life situations the design and drafting tasks do not occur strictly sequentially,
but instead one switches back and forth between them more or less frequently.
Ideally there should be no overhead in the switching, so that ope can do it as often as
desired without incurring any penalty, (This switehizg has occurred in music compo-
sition to a very limited extent simply because the nonautomated tools hitherto avail-
able have imposed 20 much overhead. This should be evident to anyone who has
locked at a typical manuscript of Beethoven, with its muitiple scratched-out versions
oi » single passage.) in any case, my research has been concerned solely with the
drafting subproblem; however, it is important to realize that an integrated system
that deals with both design and drafting will nearly always be more useful than two
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scparate systems because it will greatly facilitate the switching.

In fact, in most fields, two types of systems have traditionally been beilt, but the
types really correspond to a  “batchfinteractive” dichotomy, not to the
“design/drafting” dichotomy. In a discussion of computer-sided design for generat-
ing integrated circuit mask layout data, Trimberger comments [TRIM81]:

Two primary methods for generating integrated circpit mask layont data are infer-

gctive graphice and loyoul languages. Each has tasks which it does well and those
which it does not ... Often the limiting factor in the apeed of design is the time it
takes to plot the data. Interactive graphics systems provide “instant plotting”, ena
bling the designer to iterate extremely quickly on the design. Interactive graphics
systems also provide a powerful “language" for handling the data. For example, the
user may point 1o the object of his attention or to a desired position, rather than

" search for certain numbers in a program printout or type numbers ... But interae-

tive graphicy systems do not allow,.. looping constructs [except some that are]
severely limited, conditional geometry or relative positioning. Much moze powerful
language-style operations are needed. Layout languages sttempt to resolve these
problems . . . Unfortunately, languages specify graphic positions in an awkward
fashion, by numbers . . . Current langaages force the user to go through s tedions apd
time-consuming edit-compile-plot eycle. [nteractive techniques have attempted to
get rid of this lengthy cycle, but have been usually aimed only at the graphic form
and not at the language form.

With minor rewording, these comments apply almost equally well to text processing
or to music editing and formatting. The analogy to music is slightly better because
it usually hes more repetition than text.

Even if the design phase is done manually, a computer must obviously have the
resulting design fed into it before any drafting can be done. In most felds, certainly
including music, this is so far from trivial that substantial editing is wsvally required
to correct errors in the input process. Of course, substantial editing can be done
without a good editor —in particular without one that is good for the problem
domain. But having such an editor certainly helps, and if one is available, it is bard
not to think of doing the desizn work on-line.

5.3.1. Supporting Multipis L.evels of Control

in the paper just cited, Trimberger goes on to discuss his Smalitaik-based
"Sam" system, which attempts to combine the two approaches by maintaining a
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data base that is independent of both the graphics and the language form, and
from which the two forms are generated, displayed on the user's terminal in
separate windows, and continoously updated.

The lelt side [of the display] shows the program view of the design under edit,
the right side showa the graphica view. The user may move the viewing location
in cither window and may make edits to the data in either window. When the
design is changed in either window, the change is refiected immediately in beth
windowa. The data displayed in the windows are pictures of the data structure,
The data structure is the base form . . . When the user makes what appears to be
a moedification of the dats in either window, \ie commands are transiated into
calis cn procedures in the data structare to carry out the action. The data strue-
ture makes the modification and canses both displays to be apdated . . . The data
structore . . . is more than a conventional design sutomsation database, consisting
as it does of objects which have both data and code attribgtes,

Trimberger discusses two problems —- “sxpr=esion uapdste™ nnd “iteration
update™ —that arise because his system allows changes to be made “ip two
different forms which must remain consistent.” Both of the problems occur when
the user bas described something at a high level of description, iec., algorithmi-
cally, and now modifies an instance of it at a low level, i.e., g-raphically, or one
might better say, “manually”. This sort of level changing, and either problem,
could occur in editing a piece of music notation. So can the rcverse kind of level
change, going from a low level to a high one, as described in the following excerpt
from {(BYRD&0}:

Nowr I2t's say that a user formals his/ber music; then, in order to save vertical
space between staves, makes s low-level change: “mava the left end of this beam
5 unita right”. {Music engravers actually do this sort of thing.) Now the user dis-
covers a whole measure missing and inserts it —a muck higher-level change
which requires completely repositioning the beam. To do the right thing with it,
the program will need to onderstand why the gssr moved the beam to begin
wvith.

Other problems of going from a low level to 2 higher one are legion: in the
typesetting world, for example, doing any fancy “‘manual” alignment at all, then
either changing the wordinz and reformatting, or switchine fonts (and therefore
character widths]. In the latter case, both changes are made graphically, but
there is otill a change in level of description: now, something has been described
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at a moderate level and “manually” modified at a low jevel, and the user then
wants to snecify a change st a high level in the same “neighborhood™. This ques.
tinn ;f switching levsls is eruzial.

Woerking at a low level must be allowed so that users cap “manually” do
things that the system does not understand how to dz. This is clearly of great
relevance to CMN not only because, as [ attempted to show in Sees, 2.5 and
5.2.1.4, no program will be able to handle CMN totally satisfactorily until the
entire problem of Al is sclved, but more importantly because for » long time to
come, even many less difficult problems of CMN will be more easily settled by
human intervention than by automatic methods.[0] Switching levels should be
easy because situations like the one I just described (the example of “'going from a
low level to a high one”) will presumably be quite local in any given piece of work
but may cccur in it many times; as a resuit, the user will want to work at a high
lewel most of the time, and switch to a lower level for brief periods but frequently.

A solution in the text domain to some of the problems of supporting both high
and low levels of control, in many ways similar to Trimberger's spproach, is
found in the Xerox STAR [SEYB81, MEYRB2|. A basic problem with the com-
mon ‘'what-you-ses-is-what-you-get” text formatting systems (e.g.,, WORDSTAR)
is that, once they have finisked a formatting operation, they do not retsin any
memory of the operation’s parameters. Although the system supports high- as
well as low-level operations on the text, it only retains very low-level information,
namely the current formatted version of the text, In contrast, the STAR text set-
ting system maintains for each document one or more “property sheets™ for each
of several entities: characters, paragraphs, page layout, etc. For example, the
paragraph property sheet includes such information as alignment (Sush Ieft, flush
right, or centered), whether to hyphenate, margins, and so on. Each type of pro-
perty sheet can change at any point in the document. This provider & record
that describes the formatting of the text and that can itself be edited. The record
is conceptually high level, but, since it can change arbitrarily frequently, any of
the propertics can apply to a very small amount of the text, perhaps only 2 single
character,
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5.4. AUTOMATING WHAT HAS ALWAYS BEEN DONE MANUALLY

As Knuth has shown [KNUT79, KNUTE81}], automatic text formatting by com-
puter is now advanced enough to give results superior o manual in some ways, and
equal to manual in most. Not only is formatting of music inberently far more
difficult than that of text (as we saw in Sec. 2.4), but far less effort has been
expended on it. As a result, the best computer-set music — and by “computer-set” 1
mean here fully awtomatically computer-set in the sense of Sec. 1.3.1 — i atill clearly
inferior to the best manually set music in most ways. However, this does not mean
that we should proceed by slavishly trying to imitate manual techniques in every

cane.

An example of this mistake, it seems to me, is Gomberg's general attitude
towards music engraving, and apecifically his algorithm for deiermining *‘ideal” hor-
izontal space requirements [GOMB75, pp. 42-69]. It is far more complex than it
needs to be becauae he attempts to use the same technique engravers nse. On the
other hand, sometimes it really does pay to imitate manual techniques if this is done
properiy, where the meaning of the word “properly” is not easy to specify. In
[KNUT79] Knuth discusses a similar question about the production of digital versions
of typefaces, which several people had approached as the purely technical question of
making good digitized copies {p. 17f):[10]

i felt that the whole idea of making a copy [of an existing font in digital form] was
not penetrating to the heart of the problem. It reminded me of the anecdote T had
once board abuut stide rules in Japan. According to this story, the frat slide role
brought to the Orient had a black speck of dirt on it; 20 for many years all Japanese
slide rules had a useless black spot in the same position] The story is probably apo-
cryphal, but the point is that we should copy the substance rather than the form. 1
felt that the right queation to ask would not be “How should this font of type be

copied!” but rather: “If the great type designers of the past were alive today, how
would they design fonts for the new equipment?”

Similarly, in [KNUT82] Knuth describes the way his METAFONT system draws
characters by simulating 3 pen whose nib's size and shepe are variable. This tech-
nique does not imitate modern design of characters for phototynesetting or, formerly,
srintine with movable tyne: rather it imitates the technique used by the calligraphers
from whose work modern letterforms evolved.
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Gomberg was certainly aware of this issue of how tasks should be automated, as
shown by his observation {p. 30) that
There are essentially two ways ocue can attempt to accomplisk i%e sctivity of 3 ho-
man being with the aid of a computer. One is to daplicate as nearly as possible
every step of the human activity ... The second approach...is to attempt to use
the zame input a5 the human being and, by whatever means possible and convenient,
produce the same output as the human being.
He then gives several reasons why a program cannot really duplicate the behavior of
3 human music engraver;
[The engraver] has eyes with which he ean quickly scan for important featuies and
ignore these that his experience tells him are trivial. He can easily adjust and read-
just his Beld of concentration, if pecessary, from to one to several pages. He uses
short-term memory, but he can refresh it with the important details literally “at a
glance”. Thus ke is able to make gross level judgerme=nts about whether there are
special prabiems that need to be considered in some detail before proceeding farther,
or wheiher the current pages. . . are quite ordinary.

Therefore, Gomberg says, “alternative means must be found.”

6.5, PUNCTUATION AND CASTING OFF

In punctuation and casting off, music-setting systems have muck to learn from
typesetting systems, in particalar TEX's “glue”, “boxes”, and “renaltiea”. The
whole-movement-at-a-time method for casting off that Smith wses in MSS also loaks
excellent, if only becanse of the peculiar tradition that a piece of music completely
fills its last page (Sec. 2.3.8.4). Unless one attempts automatic page-turn decisions
(an attempt that would be likely to fail: again see Sec. 2.3.6.4), the constraints

involved in the punctuation process are simpler than those in collisicn avoidance.

5.8. RESEARCH PROBLEMS

Here is a brief list of some of the remaining research problems in computer music
setting, nearly all of which I have already discuassed. As I have tried to make clear in
this chapter, the first two problems are of great difficulty and great importance, both
practical and theoretical, for many fields, not just music astting. Most of the othess,
though very difficclt to solve fully, are of relatively slight practical importance, since
thev can he handled rather easily by interactively correcting rough algorithmic solu-

tions.
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1)

(2)
(3)
{4)

Automatically placing symbols to avoid perceptuoal collisions and maximize
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dability, especinlly in complex textures. This problem wuppears to be “Al-

complete" (see Chapter 2, note 47).
Supparting ultiple levels of contrel in a really convenient way.
Deciding automaticslly where to ‘imt, page turns, in scores as well as parts,

Deciding automatically what cue nctes te uves, if any, after long rests in
performer's part.

Deciding automatically on clef changes.
Deciding automatically what groups of notes to beam together.
Choosing cautionary accidentals automatically.

The various input methods bring in a host of additional problems, which are

cussed in Chapter 3,

5.7,

SOME CONCLUDING SPECULATION: PROSPECTS F

COMFPUTER.-SET MUSIC

one

dis~

OR

Using as an example Elliott Carter's exceptionally complex Double Conzerte for
Harpaichord and Piano with Two Chamber Orcheatras, engraved in about 1962, Gom-
berg speculates rather pessimistically about the future of computer music setting
{GOMBTS, p. 80fl]:

The estimate that [ have received from people in the industry is that probably no
page of the Carter was set for less than ffty dollars, and that [some] pages. . . might
well have cost in excess of one hundred dollars. It is probably reasonshle to estimate
that these figures would be doubled today ... have tried to project very carefully
the cost of producing an *'sverage” page of the Carter Jouble Concerts by means of
the antomatic processes described in this paper... After first making this estimate,
which includes all Iabor and computer-related costs, I doubled it in order to allow for
error and personal prejudice, and arrived at a figure of about twenty-five dollars 2
psge ... it ia not possible to say that for muosic “hall as difficolt s the Carter” the
cost would be reduced by half, but it is certainly true that one can expect to com-
pete more than favorably with existing processes ... Deapite such a promising cost
projection, the majcr obstacle to the culmination of this project as a commercially
viable venture is lack of funding.

Gemberg estimates tota! development cost to complete his project {which, it will be
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recalled, was intended to be 33 automatic as possible) at $500,050, and auggests that
the music publishing industry will be unable, and foundations and venture capitalists

will be unwilling, to scpply these funds.

Praospects for the completion of similar work now are very much better. For one
thing, computer resources are, of course, much cheaper and more readily avaiiable
than they were in 1975. For another, several workers, including myself, have already
put a large amount of eflort into computer setting of music, mestly withoat external
funding. In fact, to my knowiedge there are now three systems in regular use for
music publishing (the Dataland Scan-Note system, Watkins's Musigraph, and
Armande Da! Molin's), and several companies that make digital synthesiters have
announced computer music-setting facilities of some sort (see Sec. 3.4 for details). (In
1676 there were no commercially available digital synthesizers, much less mausic-
setting facilities for them.} No existing system comes close to Goemberg™s gonls of put-
ting every jot and tittle in place agtomatically, but there can hardly be acy doubt
that syatems will continue to improve, and — considering the high level of interest
now evident — probably at a rapid pare. As [ have tried to show, there is o funda-
mental and clear-cut tradeofl: if one insists on “Fully Automatic High-Quality Music
Notation", one should expect to wait until most of the major problems of artificial
intelligence are solved (not likely within my lifetime}; but if one is willing to accept

practical compromises, a decade should more than suffice.

i} In fact a paper comparing oo leas than ten such algorithms appeared some years ago
[SUTH?4]. Both of the standard texts on computer graphics, [FOLES2] and [NEWMT9], include
extensive discussions of hidden-surface alzorithms {as well as bidden-line algorithms, which are
closely related).

{2} Neither [FOLES2] nor [NEWMT9| even mentions this problem, This is perhaps understand-
able, since they are dealing with infercctive computer graphics, azd collisions can always be
aveided by interactive methods, without requiring any knowledge of collisions on the program's
part. However, [ have not seen a general discazsion of collision avoidance anywhere else.

{3] Or should changes be made that might, as far 3s 2 program knows, change the semantics of
the materialf This i3 not at ali unheara of 11 mansal setting of CMN {or, for that matter, text,
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where it implies changing the wording); in fact I know of one instance JHASS83) in which a com-
poser made a change that onquestionably affected semantics, specifically rhythm, in order to
avoid a collision, However, any such behavior abviously requires a grest amount of intelligence,
so I wiil ignore the possibility.

[4] In partizalar, it should be dosble with any :-buffer system, aubstitoting symbol} descriptors for
rcoordinates,

{5] In fact, for various reasons, music is occasionally printed with two or three colors, snd for the
same reasons plos fesdback it might well be vsefnl for a computer system to use colors. This
cotld be accommodated simply by allowing two bits per pixel instead of one. See Chapter 3, note
16,

{6} As I pointed out in Sec. 2.3.6, the term “voice” is ambiguous. The meaning I intend here
allows “thickening"”.

{7] SMUT actually does have » mechaninm to do this, but only to » very limited extent, Its
SHARE command dynamically tells SMUT to bekave as if the current voice were the gpper voice
of a shared stafl, the lower voice of a shated stafl, or on an unshared stafl, See Sec. 4.3.

{8] Meyrowitz and Van Dam make the statement that “graphics editors are described in
[NEWM79] and [FOLEB2]|". This is, usfortunately, not true: |NEWM79] and {FOLE82] only
describe general graphics principles, which could of course be applied to build a graphics editor. 1
know of no published survey of graphics editors.

{9} Programming langusges provide many good examples of the importance of providing various
{evels of control. Oune is the well-known weakness of PASCAL for systems programming because
it does not allow aceess to the low-level aapects of conventional machines. In my opinien, C has
been more successful than PASCAL mostly because of its wider range of levels of control: it goes
equally high in leve! and much lower.

[10] The same question might be asked about present-day electronic musical instruments, several
of which go to great lengths to imitate the timbres of acoustic instruments, The analogy is an
imparfect one, however: there have been type designers for centuriea, but only in the last few
years has technology approached the point where someone could possibly act as a “timbre
designer"” without spending most of their time on side issues involving (for example) the physics of
cylindrical tabes.
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“] think 1 shoold understand that better,' Alice said very pol-
itely, “if I had it written down: but I can't quite follow it as you
say it.”" "That's nothing to what I could say if I chose,” the
Duchess replied, in a pleased tone,
Lewis Carroll, Afice in Wender-
fand, Chapter IX

The Red Queen shook her head. “You may eall it ‘nonsense’ if
you like,” she said, "but ['ve heard nonsense, compared with
which that would be a3 sensible as a dictionary!™
Lewis Carroll, Through the
Looking Gloss, Chapter I



Postscript

The year since this dissertation was written has seen extensive work by several persons
on computer notation of music and related topics, All | ¢can do here is make a few brief
comments and point to recent publications.

Jim Miller of Electronic Screen Productions has developed a hizhly interactive system
that performs a number of functions in addition to CMN editing and output. His “Personal
Composer’ runs on an IBM Personal Computer with any of several commercially available
digital synthesizers connected vin MIDI {the Musical Instzument Digital Interfsce, a
recently-developed serial interface standard) for real-time clavier input and audio cutput.
The notation, produced on a dot-matrix printer, is nowhere near engraving quality but is
quite readable. “Personal Composer” is scheduled for distribution in the near foture by
Yamaha Corporation. See [FREFB3],

Passport Designs’ new “Polywriter” (see the company's advertisiog literature [PASS24])
runs on an Apple Il computer and produces output on a small dot-matrix printer. It
accepts input, apparently in real time, from Passport Designs’ own “Soundchaser” or via
MIDL. It ca handle 18 staves per page, and apparently up to 12 notes on a single stem per
stafl. Quality of the notation is poor, and Polywriter has some severe limitatiors, e.g., no
durations shorter chan triplet 16ths and very little fuxibility in page layout. On the other
hand, it can transpose, and it knows some of the notaticaal properties of instruments,
specifically position in an orchestral score and transposition. In the words of Chris Albano
of Passport Designs [PASS84], “Polywriter is the most significant development since the
musie typewriter.”

Syntauri Corporation is marketing still another program {called *Composer’s Assistant")
that takes real-time clavier input and prints it in CMN on a dot-matrix printer. Syntauri
makes an inexpensive synthesizer that is driven by an Apple Il computer, the computer on
which Composer's Assistant rons. However, a recent review of the “alphaSyntauri” music
system {AJKIB3] says, “in its carreni form. .. this program still has some fairly scvere
limitations . . . What [it] necds is some editing software that would allow you to interact

with your score while it's still on the screen ... "
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I only recently became aware of a system in wse at the Univernity of illinois' Computer-
based Education Research Laboratory (CERL). Carla Scaletti wrote of it (SCAL84}: “The
CERL Music Group currently supports a music print program, written by Lippold and
Dorothea Haken, which is heavily used by both musicologists and composers at the Univer-
sity of Iilinois, and which allows for grophic or alphanumeric editing and the audition of

entered acores.”

The Xerox PARC Mockingbird system has now been deseribed in nn article in 3 widely-
available publication [MAXWB4].

Turning to a more theoretical area, in Sec. 5.2 | mentioned constraint systems as a
promising approach to the symbol placement problem. A recent paper by David Levitt
[LEVI84] discusses applications of such systems to music, although not specifically to music

notation.



AIKIg3

AMERS1

ANDET9

APELG9

BACK®E9

BARH60

BAUET0

BIEG76

BODOS3

BOKET2

BROO70

Bibliography
Jim Aikin, "Keyboard Report: The Alpha Syntauri", Keyboard 8,8 {(June 1983),
pp. 78 - 60,
American Society for Metals, Metals Handbaok, vol. 1, 8th ed. (1961).
Knuad Dalbgge Andersen, letter to Orion Crawford, 14 May 1979.

Willi Apel, ed., The Harvard Dictionary of Music, 2nd ed. (Harvard University
Press, 1969).

John Backus, The Acoustical Foundations of Music (Norton, 1989),

Y. Bar-Hillel, “A Demonstration of the Nonfeasibility of Fully Automatic High-
Quality Translation”, Appendix I to “The Present Status of Automatic Trans-
‘ation of Languages”, in Advances in Computers, Vol. I (F.L. Alt, ed.) (Academic
Press, 1980). pp. 158 - 83,

A
Stefan Bauer-Mengelberg, "“The Ford-Columbia [oput Language” (in [BROO70]).
J.i. Biegeleisen, Art Direclor’s Workbook of Typefaces, 3rd ed. {Arco, 1978).

Lawrence Bodony, personal communication, May 1983.

Norbert Boker-Heil, "Plotting Conventional Music Notation™, Journal 5/ Music
Tkeory 16, double issue 1 and 2 (1972), pp. 72~ 101,

Barry S, Brook, ed., Musicology and the Computer (CUNY Press, 1970).

186



Bibliogrsphy - 198

BUCH78

BYRD74

BYRD77a

BYRD77b

BYRDE0

CALC®H7

CAEBR3

CANTT1

CARL78

CHAF82

CMJI79

Alexander Buchrer, Mechanical Musical Instruments, Iris Urwin, tramslator
(Westport, Conn.: Greenwood Press, 1978).

Donald Byrd, “A System for Music Printing by Computer”, Computera and the
Humanitica 8,3 (1974).

Donald Byrd, “An Integrated Computer Music Software System”, Computer
Music Journal 1,2 (1977).

Donald Byrd, “Graphic Requirements for Music Notation™ (unpublished paper,
1977

Dorald Byrd, “Human Engineering in a Machine-Independent Music Notation
System", Proceedings of the 1950 International Computer Music Conference
(Queens College, 1980).

UiMusical Plotter Knows the Score at University of Toronto”, CalComp
Newsletter, May/June 1967,

“New Products” in Computers and Electronics (Snauary 1983}, p. 11.

Donald Cantor, “A Computer Program that Accepts Common Musical Nota-
tion", Computers and the Humanilica 6 (November 1971}, pp. 103 - 10.

Dan Carlinsky, compiler, Typewriter Art {Price/Stern/Slsaxn, 1978).

Chris Chofe, Bernard Mont-Reynaud, and Loren Rush, “Toward an Intelligent
Editor of Digital Audio: Recognition of Musical Constructs”, Computer Music
Journal 8,1 (Spring 1982).

“Products of Interest”, Cemputer Music Journal 3,1 (March 1979).



Bibliography 197

CMJl82

DALMT75

DALM78

DALMB2

DARTG3

DEVASL3

DONAB3

DRAK77

DYERB0

ERIC75

FOLES2

“Products of Interest”, Compuler Music Journa! 8,2 (Summer 1982).

Armande Dal Molin, “The XY Typewriters and Their Applicstion as Music
Input Terminals for the Computer", Proceedings of the Second Annusl Muasic
Computation Conference (Univ. of Hlinois, 1975).

Armando Dal Molin, “A Terminal for Music Manuseript Input", Compulers and
the Humanities 12 (1978), pp. 287 ~ 80.

Armando Dal Molin, personal communication, July 1882.
Thurston Dart, The Interpretation of Music (Harper and Row, 1063).

Devarali, “Analog and Digital Sequencers", Keyboard 9,4 {April 1983), pp.
26 - 30.

Anthony Donato, Preparing Muaie Manuscript (Prentice-Hall, 1003).

G.W.F. Drake and M. Schiesinger, *Vector-Coupling Approach to Orhital and
Spin-dependent Tableau Matrix Elements in the Theory of Complex Spectra”,
Physical Review A {(May 1977), p. 1993,

Charles R. Dyer, Azriel Rosenfeld, and Hanan Samet, “Region Representation:
Boundary Codes from Quadtrees”, Communications of the ACM 23,3 (March
1980), pp. 171 =79,

Raymond F. Ericksor, * *The DARMS Project”: A Status Report”, Computera
and the Humanilics 9 (1975), pp. 291 - 08,

James D. Foley and Andries van Dam, Fundamentals of Interactive Computer
Graphica (Addison-Weslar. 1082)



Bibliography 198

FOST82

FREF83

FURUS&2

GILBS2

GIPS75

GOMB75

GOMBT7

GOOD78

GQOUL70

GREY75

Scatt Foster, W. Andrew Schlcss, and A, Joseph Rockmore, “Toward an Intelli-
gent Editor of Digital Audio: Signal Processing Methods”, Computer Music
Journal 8,1 {Spring 1982}.

Frefl, “Making Music with the Well-Synthesized PC", PC Magazine (December
1983).

Richard Furuta, Jefirey Scofield, and Alan Shaw, “Document Formatting Sys-
tems: Survey, Concepts, and Issues”, Computing Surveys 14,3 (September 1982),
pp. 417 - 72,

John V. Gilbert, “The Well Tempered McLeyvier: Music Marries the New Tach-
nology", Symphony Magazine (June/July 1982).

James Gips, Shape Grammaors and Their Uses (Birkhauser Verlag, 1075).

David Gomberg, A Computer-Oriented System for Music Printing (Sc.D. disser-
tation, Washington University, 1975).

David Gomberg, “A Computer-Oriented System tor Music Printing", Computers
and the Humanitics 11 {1977), pp. 83 -80.

Nelson Goodman, Languages of Art (Hackett, 1978).

Murray J. Gould and George W. Logemann, “ALMA: Alphameric Language for
Music Analysis” (in [BROO70]).

John M. Grey, An Ezploration of Musical Timbre (Ph.D. dissertction, Stanford
University, 1875).

Staniey Sadie, ed., The New Grove Dictionary of Music and Musicians (20
vaolumes; Macmillan, 1980).



Bibliography 189

GSPCT9

HASS83

HILLED

HILL85

HIRS82

HCF579

HOFSB2a

HOFS82b

HOF583a

HOFS83b

HOFSg2s

ACM Graphics Standards Planning Committee, Status Report of the Graphics
Standards Flanning Commiltee, published as Computer Graphics 13,3 (1979).

Jefirey Hass, personal communication, January 1983,

Lejaren A. Hiller, Jr., and Leonard Isaacson, Ezperimental Muasic (McGraw-Hill,
1959).

Lejaren A. Hiller, Jr., and R. A. Baker, “Automated Music Printing", Journal of
Muaic Theory 9 (Spring 1945), pp. 129 - 50.

Stephen A. Hirsch, “An Algorithm for Automatic Name Placement Arcund
Point Data", The American Cartographer 9,1 (1982), pp. 5~ 17.

Douglas R. Hofstadter, Gddei, Escher, Bach: an Eternal Golden Broid (Basic
Books, 1070).

Douglas R. Hofstadter, *Metamagical Themas: Pattern, Poetry, and Power in
the Music of Frédéric Chopin”, Scientific American 2464 (April 1982), pp.
16 - 28.

Douglas R. Hofstadter, “Metafont, Metamathematics, and Metaphysics: Com-
ments on Donald Knuth's 'The Concept of a Meta-Font' ", Visible Language
18,4 (Auturen 1982), pp. 300 - 38.

Douglas R. Hofstadter, personal communication, April 1983.

Douglas R. Hofstadter, “A Short Statement about Slippability” (unpublished
paper, 1983).

Douglas R. Hofstadter, “The Architecture of Jumba", Proceedings of the fnd
International Machine Learning Workshop (Monticello, Illinois, 1983},



Bibliography 200

HUNT78

15081

JOHNS1

JONEB2

KASS72

KERN75

KERN78a

KERN78b

KIMB1

KIRKB3

B

f 3]
Ri+0OVWii

Gregory Michael Hunter, Efficient Computation ond Data Structures f<r Graph
ics (Ph.D. dissertation, Princeton University, 1978).

International Standards Organization, Graphical Kernel Statem (GKS), Version
6.6 (May 1981).

Steven D. Johnson, personal communication, September 1981.

Cameron Jones, personsl communication, December 1982,

Michael Kassler, “Optical Character Recognition of Printed Music: A Review of
Two Dinsertations™, Perspectives of New Muaic {Fall - Winter, 1972).

Brian W. Kerpighan and Lorinda L. Cherry, "A System for Typesetting
Mathematica”, Communications of the ACM (March 1975), pp. 151 - §6.

Brian W. Kernighan and Lorinda L. Cherry, “Typesetting Mathematics — User's
Guide", 2nd ed. (Bell Laboratories, Murray Hill, N.J., 1978).

Brian W. Kernighan, M. E. Lesk, and J. F. Ossannas, Jr., “Document Prepara-
tion”, Bell System Technical Journal 576,part 2 (July — August 1978), pp.
2115 - 26,

Scott Kim, /nversions (BYTE Books, 1981).

S. Kirkpatrick, C. D. Gelatt, Jr.,, and M. P. Vecchi, “Optimization by Simulated
Annealing”, Seience 220, pp. 671 - 80 (May 1083).

Prentiss Rnowllon, Inlecraclive Commumicatior and Display of Kepbonrd Musis
(Ph.D. dissertation, Univ. of Utah, 1971).



Bibliography am

KMOW7?2

KNUT79

KNUTS1

KNUTS82

KORNSO

KORN82

LEVI1g4

LINC7G

LONG78

MAXWws2

MAXWS2

MAXWs4

Prentiss Knowiton, “Capture and Display of Keyboard Mausic”, Dctamation
{(May 19872).

Donald E. Kiath, TEX and METAFONT: New Directions in Typzaztting (Digital
Press, 1979).

Denald E. Knuth and Michael F. Plass, “Breaking Paragraphs into Lines™,
Software: Practice and Ezperience 11 {1881), pp. 1119 - 84,

Donald E. Knuth, “The Coneept of a Meta-Font", Visitle Language 17 (Winter
1982}, pp. 3 - 27.

William Kornfeld, screen displays of music editor, on covers of Computer Music
Journal 4,2 and 4,3 (1980),

William Kornfeld, personal communication, December 1982.

David Levitt, “Machine Tongues X: Conatraint Languages", Computer Music
Journal 8,1 (1984).

Harry Lincoln, ed., The Compuier and Muaic (Cornell, 1670).

H. C. Longuet-Higgins, *Parception of Mclodise", Nature 263 (Oct. 21, 19768), pp.
848 - 53,

John Maxwell, Mockingbird Manual (Xerox Palo Alto Research Center, 1982).

John Turner Maxwell Il and Severo M. Ornstein, Mockingbird: A Composci’s
Amanuensis {Xerox Palo Alto Research Center, 1983).

John Turner Maxwell [II and Severo M. Ornstein, “Mockingbird: A Composer’s
Amanuensis”, Byfe 9,1 (1984).



Bibliography 203

MEADS0

MERCS1

MERR34

MEYRS82

MONTB3

MOORT75

MOORT?

MOORS2

NEDC82

NEDC83a

NEDCB83b

NELSY?

Carver Mead and Lynn Conway, Introduction to VLSI Syatems {Addison-Wesley,
1980).

Rebecca Mercuri, "MANUSCRIPT: Muwic Notation for the Apple 11", Frozeed-
ings of the 1981 Symposium on Small Computers in the Arts.

Webaler's New International Diclionary, 2nd ed. (Merriam-Webster, 1834).

Norman Meyrowitz and Andries Van Dam, “Interactive Editing Systems" (two
parts), Computing Surveya 14,3 (September 1982).

Fanya Montalvo, personal communication, May 1683.

James A. Moorer, On the Segmentation and Anclysia of Continuous Muaical
Sound by Digital Computer (Ph.D. dissertation, Stanford University, 1975).

James A. Moorer, “On the Transcription of Musical Sound by Computer”, Com-
puter Muasic Journal 1,4 (1977).

James A. Moarer, personal communication, December 1082,

New Engiand Digital Corporation, *Synclavier II/Music Printing Option” (1982).

New England Digital Corporation, Synclavier Il sdvertising brochures.

New England Digital Corporation, “Music Printing Option User's Guide”,
Release B (February 1983),

Gaxy iveison, "MFL: A Frogram Library for Musical Data Processing”, Creative
Compuling 3,2 (March — April 1877).



Bibliography 203

NEWM79 William Newman and Robert Sproull, Princigles of Interactive Computer Graph-

ORNS82

OS5SA76

PASSB4

PISZ77

P15Z81

PRERT71

PRUS66

HASKS0

RASTS2

READ29

READ78

ics, 20d ed. (McGraw-Hill, 1979).

Severo Ornstein, personal communication, July 1982,

Joseph F. Ossanna, NROFF/TROFF User’s Manual (Bell Laboratories, Murray
Hill, N.J., 1978},

Passport Designa, “Polywriter” advertising brociiares (1984).

Martin Piszczalski and Bernard A. Galler, “Automatic Music Transeription'™,
Computey Music Journal 1,4 (1977).

Martin Piszezalski et al, "Performed Music: Analysis, Synthesis, and Display by
Computer™, Journal of the Audio Engineering Society 29,1/2, pp. 38 — 48.

David Prerau, “Computer Pattern Recogpition of Printed Music”, Proceedings
of the Fall Joint Compuler Conference, 1971,

Dennis Pruslin, Automatic Recognition of Skeet Music (Sc.D. dissertation, MIT,
1966).

Jef Raskin, "Using the Compnter as a Musician's Amanuensis”, BYTE, vol. 5,
nos. 4 -5 (April - May 1930), pp. 18 — 28 and 120-28.

Richard Rastall, The Notation of Weatern Music (St. Martin's Press, 1982).

Gardner Read, Music Notation, 2nd ed. {Crescendo, 1969).

Gardner Read, Modern Rhythmic Notation (Indiana, 1978).



Bibliography 204

REEVYS

RENDS1

ROADS1

ROSS70

SAMEED

SAMES1

SCALS4

SEEGS8B

SEEG73

SEYBS1

William Reeves et al, “Ludwig: an Example of Interactive Computer Graphics
in a Score Editor”, Proceedings of the 1878 International Compuler Muaic
Conference (Northwestern University), vol. 2, pp. 382 - 400,

Charles Render, The Development of a Computer Program o Arrange and Print
Traditional Music Notation (Ed.D. disseriation, Univ, of lllineis, 1981).

C. Roads, "A Note on Music Printing by Computer”, Computer Music Journal
5.3 {Fall 1981).

Ted Ross, The Art of Muaic Engraving and Processing, 2nd ed. (Hansen, 1870),

Hapnan Samet, “Region Representation: Quadtrees from Boundary Codes”,
Communications of the ACM 23,3 (March 1980), pp. 163 -~ 70.

Hanan Samet, “An Algorithm for Converting Rasters to Quadtrees”, IEEE
Trancactions on Pattern Analysie and Machine Intelligence 3,1 (January 1981),
pp. 93 —95.

Carla Scaletti, personal communication, May 1984,

C. Seeger, “Prescriptive and Descriptive Music Writing”, Musical Quarterly 44,2
(1958).

Peter Seeger, Henscratches and Flyspecks (Berkley, 1973).

Jonathan Seybold, “The Xerox Star: a Professional Workstation", The Seybold
Report on Office Systems 4,5 (May 1981).

Jonathan Seybold et al, "Digilal Typesciler Comparisons", The Scpdeld Repeort
on Publishing Systems 12,9 (17 January 1983).



Bibliography 205

SHANS?

SMIT73

SMIT78

SMIT7g

SMIT82

SPIEB3a

SPIEB3b

STONBSD

SUTHHM

TRIMSI1

VICK83

WALL7S

Howard Shanet, Learn to Read Music (Faber and Faber, 1057).

Leland Smith, “Editing and Printing Music by Computer"”, Journdl of Muaic
Theory 17 (1973), pp. 262 - 300.

Leland Smith, (MSS User's Manual), (unpublished), 16 Aprit 1678.

Leland Smith, Handdook of Harmanic Analysis (San Andreas Press, Palo Alto,
1979).

leland Smith, personal communication, July 1882.

Laurie Spiegel, persoral communication, May 1983.

Laurie Spiegel, letter to the editor, Compuler AMusic Journal 7,2 (Summer 1083).

Kurt Stone, Music Notalion in the Twenticth Century (Norton, 1981).

LE. Sutherland, R.F. Sproull, and R.A. Schumacker, “A Characterization of Ten
Hidden-Surface Algorithma", Computing Surveys 6,1 (March 1874).

Stephen Trimberger, “Combining Graphics and a Layout Language in a Single
Interactive System", Procecdings of the IStk Design Automation Conference
(1981).

Rochelle Vickey, personal communication, 12 January 1983,

Dean Wallraff, “NEDIT: a Graphical Editor for Musical Scores", Proceedings of

the 1978 Internationsl Computer Music Conference (Northwestern University),
vol. 2, 5. 200 - 400

Aty grire b P2y



Bibliography 206

WARNS9

WATKS2

WEBES3

WENK70

WENK74

WINO79

WITT74

WITT78

WITT32

WORLG4

XENAT1

John Warmock, “A Hidden-Surface Algorithm for Computer Generated Half-
Tone Pictures”, TR 4-15 (Univ. of Utah Computer Science Dept., 1868).

William A. WatLins, personal communication, 8 September 1982,

Robert Webber, personal communication, March 1683,

Jerome Wenker, “A Computer Oriented Music Notatien including Ethnomuasico-
logical Symbols" (in [BROO70)).

Jerome Wenker, “MUSTRAN II: A Foundation for Computationpal Musicology",
Comgulers in lhe Humanities, L. Mitchell, ed. (Edinburgh, 1974).

Allen Winold and John Rehm, Introduction to Music Theory, 2nd ed. (Prentice-
Hall, 1979).

Gary Wittlich et al, "Non-Pbysics Measarements on the PEPR System: Seismo-
grams and Music Scores”, Report to the Ozford Jonference on Computer Scan-
ning (Oxford: Nuclear Physica Laboratory, 1974), pp. 457 — 489.

Gary Wittlich, Donald Byrd, and Rosalee Nerheim, A System for Interactive
Encedicg of Music Scores Under Computer Control", Computers and the
Humanitics 12 {1978), pp. 309 - 319,

Gary Wittlich, personal communication, December 1982,

Webater's New World Dictionary (World, 1984).

Iannis Xenakis, Formalized Muasic (Indiana University Press, 1071),



Appendix I

[T
LI |
1

pd -t MUSIC==
== IUCHMSIUCHS
== == = i

MUBSICMUSIC==
IUCMB=

=3
prctieitrd —

sMuUT 2. 9
USER ‘S GUIDE

DONALD BYRD
31 JANUARY 1983

INDIANA UNIVERSITY
COMPUTER MUSIC SYSTEM
DOCUMENT NO. 2



[-2
SMUT USER ‘S GUIDE

INTRODUCTION

THE FOLLOWING MATERIAL IS EXTRACTED FROM THE SFUT MAIN PROGRAM.

PROGRAM SMUT (INPUT=200, OQUTPUT=200, PLOT=200, TAPEZ=200,

$ ISMUT1=320. ZSMUTZ2=3520, ZSHMUT3I=520, ISMUTX=320: TAPES=INPUT.
¢ TAPEL=QUTPUT, TAPEB=PLOT, TAPE10=ISMUT1, TAPE11=ZSMUTZ.

% TAPEI12=Z&MUT3. TAPE13I=ZISMUTX)

TO IANNIE XENAKIS

SMUT
SYSTEM FOR MUSIC
TRANSCRIPTION

DONALD BYRD
INDIANA UNIVERSITY

BEGUN SEPTEMBER 1968...SMUT VERSION 1.2, JULY 1975
POLYPHONIC VERSION 2. 0, SEPTEMBER 1%77.

VERSION 2.8 TO SUPPORT SHARED STAVES. MARCH 1982.
VERSION 2. 9. JANUARY 1983. :

cCcccceeecoececce
c
LXXXXXX €
X X C
X C
X c
X c

X c COPYRIGHT (C) 1973, 1975, 1974, 1977, 1978, 1979,

X c 1980, 1981, 1982, DONALD BYRD

X c
X c
X X C
XXXXXXX c
c
cccecocecceeoccece

COMMENTS, GUESTIONS, ETC. ARE WELCOME AND SHOULD BE ADDRESSED
TO THE AUTHOR AT

KURZWEIL MUSIC SYSTEMS

411 WAVERLEY OAKS ROAD

WAL THAM:, MASSACHUSETTS 02154
0OR Call 617-893-5900.

THIS PROGRAM THANSLATES ALPHANUMERIC DATA INTO STaANDARD MUSICAL
NOTATION AND QUTPUTS IT TQ A DIGITAL PLOTTER OR SIMILAR DE-

aOOoaoOocoONOOoOOOcOoOOoOONOO0000gaO0a0000000n0nnNHaa000000~MN0
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VICE. SMUT 2.9 CAN DRAW SCORES WITH ONE OR TWO VOICES PER
STAFF. OR PARTS WITH ONE VOICE. IN SCORES, ALL BARLINES MUST
COINCIDE.

A DESCRIPTION OF THE DATA FORMATS MAY BE FOUND IN THE LISTINGS
OF SUBROUTINES INITSM AND PASS1 . NOTE, HOWEVER, THAT THE
DATA FORMAT IS RATHER CLUMSY TO PREPARE MANUALLY AND THERE
WILL RARELY BE ANY NEED TO DO SO, SINCE PRUGRAMS EXIST (SMIRK
AND JANUS) THAT TRANSLATE MUSTRAN DATA AND MUSIC V NOTE CARDS
INTO SMUT COMMANDS.

FOR FILE USAGE AND INSTALLATION PARAMETERS, SEE THE BLOCK DATA
MODULE.

IMPORTANT GENERAL. COMMENTS ON THE STRUCTURE OF THE PROGRAM ARE
IN THIS ROUTINE, WRITE1l . PASS2 . PASS3 , AND JUSTIF .

SMUT AND RELATED PROGRAMS (INCLUDING MUSTRAN, MUSIC V, SMIRK.
AND JANUS) ARE DISCUSSED IN DONALD BYRD. ‘AN INTEGRATED COM-
PUTER MUSIC SOFTWARE SYSTEM‘, COMPUTER MUSIC JOURNAL 1.2 (JULY
1977}. A STANDARD MUSIC NOTATION TEXT WHICH I HAVE OFTEN IG-
NORED HEREIN IS GARDNER READ. MUSIC NOTATION., ZND EDITION
(BOSTON--CRESCENDO, 194%). SEE ALSO TED ROSS. THE ART OF
MUSIC ENGRAVING AND PROCESSING (MIAMI-—HANSEN, 1970).

‘THIS PROGRAM I HAVE LEARNED FROM MY USERS. © I AM GRATEFUL TO
ALL MY COLLEAGUES AT THE WRUBEL COMPUTING CENTER, INDIANA
UNIVERSITY, AS WELL AS TO THE MUSICIANS WHO HAVE STRUGGLED
WITH SMUT . 1 ESPECIALLY WISH TO THANK JEFF HASS, JIM HETT-
MER, DOUG HOFSTADTER, DAVE KRIEWALL. ROSALEE NERHEIM, BRUCE
ROGERS, DAVID ROTH, AND GARY WITTLICH FOR MANY HELPFUL COM-
MENTE AND FOR GENERAL MORAL SUPPORT.

THE FOLLOWING COMMENTS ARE FOR THE BENEFIT OF THOSE FAMILIAR
WITH EARLIER VERSIONS OF SMUT.

DIFFERENCES BETWEEN SMUT 2.9 AND SMUT 2.0 (YOU DECIDE WHETHER

THEY ‘RE INCOMFATIBILITIES OR NOT)...

1. THE R COMMAND NOW HAS AN OPTION FOR DESCRIBING MULTI-BAR
RESTS., AND ITS Y-POSITION PARAMETER IS NOW IN HALF-SPACES
(NOT SPACES).

A NEW OPTION, KIND=+2, HAS BEEM ADDED TO THE ‘S’ COMMAND.
A Y-POSITION PARAMETER LIKE THAT FOR THE ‘A‘. ‘P’, AND ‘R’
COMMANDS HAS BEEN ADDED TO THE ‘T’ COMMAND.

4. SOME OPTIONS HAVE BEEN ADDED TO THE ‘B’ COMMAND, AND THE
MEANING OF THE PARAMETER'S SIGN (WITH AUTOBARRING) RE-
VERSED.

5. 12 HEADER/FOOTER LINES ARE ALLOWED INSTEAD OF S.

6. ADDITIONAL LAYDOUT LINE PARAMETERS INDICATE WHaAT QUALITY
IS NEEDED AND CHARACTERISTICS 0OF THE PLOTTER BEING USED.

7. SOME NOTE-RELATED SYMBOLS ARE NOW ALWAYS RLACED ABOVE THE
STAFF (E.G. UPBOW., DOWNBOW) WHILE OTHERS 60 ABOVE OR BE—
LOW THE NOTEHEAD (£. 6. ARTICULATION MARKS).

8. THE FIRST COMPLETE BAR IS NOW LABELLED BAR 1, RATHER THAN
A PARTIAL BAR (WHEN THERE IS AN ANACRUSIS).

?. IF A SYSTEM IS NOT RIGHT-JUSTIFIED, ONLY THE PARTIOM O
THE STAVES ACTUALLY USED IS DRAWN,

10. THREE NEW CONTROL COMMANDS HAVE BEEN ADDED - ‘# HCROWD'
TO CONTROL HORIZONTAL SPACING. AND ‘# MEASNO‘/ ‘& NOMEASND‘

L
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11.

12.
13.
14,
15.

14,

17.
18.

19,

29.

30.
ai.

32.

33.

34.

I-4

TO DETERMINE WHETHER MEASURE NUMBERS SHOULD BE WRITTEN ON
THE MUSIC OR NOT.

A PARAMETER HAS BEEN ADDED TO THE ‘S’ COMMAND THAT MAKES
SOME TIME SIGNATURES NOT CONSISTING OF NUMBER-ABOVE-NUMBER
(E. 6. '€/, THE SINGLE NUMBER ‘3‘) DOABLE.

RHYTHM DECOMPOSITION HAS BEEN GENERAL.IZED TO HANDLE ANY
METER WITH NO MORE THAN 10 BEATS PER MEASURE.

CONTROL COMMANDS ‘# SHARP‘ AND ‘# RHLIN‘ HAVE BEEN CHANGED
TO ‘# NOFLAT’ AND ‘# NORHDEC’, RESPECTIVELY.

THE DEFAULTS FOR LAYOUT LINE PARAMETERS HS , YDELT HAVE
BEEN CHANGED.

THREE NOTE-ASSOCIATED SYMBOLS (‘AH‘, ‘TW’, ‘MR’} HAVE BEEN
ADDED.

AN INITIALIZATION LINE CAN NOW SPECIFY HOW VOICES ARE
GROUFED, AND THERE IS AN OPTION ON P SOMMANDS TO MAKE
THEIR EXECUTION CONDITIOMAL ON VOICE GROUPING. VOTCE
GROUPING INCLUDES HAVING TWQ VOICES SHARE A STAFF.

THE LAYOUT LINE MUST HAVE AN ‘L’ IN COLUMN 1.

RESTS CAN NOW HAVE FERMAT!I AND PAUSES AS ASSOCIATED sYM-

BOLS.

A VERSION OF READ4 . THE PASS4 INPUT SUBROUTINE., CONTAIN-
ING A BUILT-IN EDITOR IS NOW AVAILABLE. THIS MAKES IT
POSSIBLE TO DO A GREAT DEAL THAT COULD NOT BE DONE OTHER-
WisE.

THE LEGAL PITCH RANGE HAS BEEN REDUCED TO A MUORE REASON-
ABLE ONE.

THE P COMMAND NOW ALLOWS A CHOICE OF FONTS (E.G.. FOR Dy-
NAMICS). .

A RUNNING FOOTER COMMAND NOW ALLOWS SPECIFYING A LINE TG
BE WRITTEN ON EVERY PAGE OF MUSIC (AFTER THE FIRST).
PERFORMANCE DIRECTIONS CAN GO UP TO SIZE 5 INSTEAD OF 4.
CONTROL. OF BEAM EXTENT IS NOW POSSIBLE WITH ‘% BEAM’ .
THERE ARE NEW CONTROL COMMANDS ‘# SET’Y, ‘# IFEG’, AND

‘# ENDIF* FOR CONDITIONAL EXECUTION.

CONTROL OF SLUR CURVATURE AND DIRECTION IS NOW POSSIBLE.
SQUARE, DIAMOND, ‘X’ SHAPED AND OMITTED NOTEHEADS ARE NOW
AVAILABLE.

AN ‘M’ (MISCELLANEQUS SYMBOL) COMMAND CAN SPECIFY CERTAIN
SYMBOLS INDEPENDENT OF A NOTE OR REST. OR LEAVE HORIZONTAL
SPACE.

AN ‘E’ COMMAND CAN BE USED TO GIVE COMMANDE TG THE EDITING
VERSION 0OF READ4 DIRECTLY FROM THE REGULAR SMUT INPUT
FILE.

A NEW INITIALIZATIAN LINE CAN SPECIFY HOW MANY BARS TO PUT
IN EACH SYSTEM OF MUSIC.

THE ‘A (ARTIFICIAL GROUP) COMMAND HAS A NEW OPTION TO
SUPPRESS PRINTING OF ITS ACCESSORY NUMERAL.

LAYOUT LINE OPTIONS HAVE BEEN ADDED TO RUN ONLY PART OF
THE PROGRAM AT A TIME. THIS IS IN SUPPORT OF EXTERNAL
EDITING.

THERE ARE NEW CONTROL COMMANDS TO SET TIME USED OR REMAIN~
ING IN A MEASURE FOR USE WITH aMACRUSES, MOMSTAMNDARD MOTA-

TroM, ETC.  THI FUNC%IEN FORMERLY WAS FERFORHED BY THE
TNOW PARAMETER ON THE LAYOUT LINE, WHICH IS NOW GONE.
INTEGERS ARE NOW READ WITH TRAILING BLANKS IGNORED INSTEAD
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35.

dé.
a7.

38,

37.

40.
41.
42,

43,
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OF BEING TREATED AS ZEROS.

THERE ARE NEW CONTROL COMMANDS TO TURN JUSTIFICATION ON
AND OFF AND TO GIVE BETTER CONTROL OF HORIZONTAL SPACING.
THE REST COMMAND HAS AN "INVISIBILITY’ OPTION,

THE “S° COMMAND NOW HAS A PARAMETER TO CONTROL VERTICAL
SPACING AND A ‘START NEW PAGE’ OPTIONM.

SEVERAL PARAMETERS HAVE BEEN ADDED TO THE ‘I’ COMMAND SO
IT NOW CONTROLS STAFF INDENTING AS WELL AS IDENTIFI-
CATION, AND CONTROL OF THE SIZE OF AND FONT OF THE IDENT.
IS NOW POSSIBLE.

A NEW ‘¥ REPKS’ CONTROL COMMAND AFFECTS REPETITION OF THE
OLD KEY SIGNATURE AT THE BEGINNING OF THE STAFF WHEN THE
KEY SIGNATURE CHANGES IN THE FIRST MEASURE OF THE STAFF.
THE STAFF AND NOSTAFF CONTROL COMMANDS HAVE BEEN RE-
NAMED SYST AND NOSYST .

A ‘# SHARE’ CONTROL COMMAND HAS BEEN ADDED FOR SPECIAL
EFFECTS.

EXPLICIT BEGINNING AND END POINTS FOR BEAMS CaN BE SPEC-
IFIED.

THERE IS NOW A PARAMETER TO SET THE BOTTOM MARGIN ON THE
LAYOUT LINE.

MANY MINOR IMPRUVEMENTS HAVE ALSO BEEN MADE IN THE LISTING,
ERROR CHECKING, GRAPHIC GQUALITY OF THE NOTATION, ETC.



LAYOUT AND INITIALIZATION LINES

DATA FOR A& SMUT RUN CONSISTS OF EXACTLY ONE LAYOQUT LINE. A
SMALL NUMBER OF INITIALIZATION LINES, AND ANY NUMBER OF MUSIC
DATA LINES, IN THAT ORDEH.

A. THE LAYOUT LINE DESCRIBES THE PAGE FUORMAT.
{ALL DISTANCES, LENGTHS: ETC. ARE GIVEN IN INCHES)

NORMaAL.
COL. FORMAT NAME INFORMATION DEFAULT
1 al IEGRL ‘I '=NORMAL., ‘E£=EDIT MODE (SEE BELOW)
2 al IFSCOR IF EDIT MODE., ‘F’'=RUN PASE IV ONLY s

(REQUIRES AUXILIARY FILES). IN BOTH
MODES, ‘P’/=D0O A SET OF PARTS, '5’'=R0O
A SCIRE. ‘P MAY ALEQ HBE USED FOR A
CROUF OF UNRELATED 1-YOICE EXAMPLES.

3-4 I4 LISTC LISTING CONTROL (NEGATIVE=EHORT LIST-(NONE)
ING. . . O=NORMAL. PRINTS BACK INPUT...
POSITIVE=NORMAL PLUS DEBUG PRINT).

7-11 F3.2 RESQOL. RESCOLUTION OF THE PLOTTER USED . 005
(SEE BELOW)

12~16 F5. 2 HS HEIGHT OF EACH STAFF . 24

17-21 F5.2 XN LENGTH OF THE STAFF 7.70

22-26 F3. 2 YH Y-COORDINATE OF THE BOTTOM LINE OF 9. &0
THE TOP STAFF ON EACH PAGE AFTER 15T

27-31 F5. 2 YDELT VERTICAL DISTANCE BETWEEN STAVES, . 9&
BOTTOM TO BOTTOM

32-3& F5.2 YMIN THE LOWEST POSSIBLE POSIION FOR THE .4
BOTTOM OF A STAFF. VERY ROUGHLY
SPEAKING, THIS IS THE BOTTOM MARGIN.

37-41 IS5 MAXERR MAXIMUM NO. OF NONFATAL ERRORS 23

42 At MODPUB BLANK=NORMAL. ‘P'=PUBLICATION QUAL- (NONE)
ITY DESIRED. SEE BELOW.

43-44 12 LINWID USED WITH RESOL TO DETERMINE 10

LINEWIDTH. SEE BELOW.

INTERNALLY, SMUT CONSISTS OF FOUR ‘PASSES’, THE LAST OF WHICH
ACTUALLY DRAWS THE MUSIC (SEE ‘PROGRAM OPERATION‘ BELOW FOR MORE
DETAILS). IN NORMAL MODE., ALL FOUR PASSES ARE RUN. IN ERIT MODE,
IF IFSCOR='S’ OR ‘P’ ONLY THE FIRST THREE ARE RUN AND TWO INTER-
MEDIATE FILES DESCRIBING THE SCCORE OR SET OF PARTS ARE GENERATED.
IN EDIT MODE, IF IFSCOR='F‘, ONLY PASS IV IS RUN, AND THE TWD
INTERMEDIATE FILES (PRESUMABLY GENERATED BY A FREVIOUS RUN} MUST
BE AVAILABLE. AGAIN. SEE ‘PROGRAM OPERATION’ FOR MORE DETAILS.

THE TABLE ABOVE HAS THE HEADING ‘NORMAL ‘Y DEFAULT BECAUGE, WHEN
PASS IV ONLY IS RUN, DEFAULTS ARE TAKEN FROM THE LAYDUT LINE USED
Whcil PAS5ES 1 THRU II1 WERE RUN. IN AMY CASE, THE DEFAULT VALUE.
WHERE THERE IS ONE, WILL BE SUBSTITUTED FOR ANY PARAMETER THAT IS
BLANK. IN ADDITION, VALUES ARE RESTRICTED AS INDICATED IN THE D&~
SCRIPTION OF ERROR MESSAGE FO2 .
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RESOL AND LINWID TELL SMUT ABOUT THE PLOTTER TO BE USED SO
IT CAN PRODUCE THE BEST QUALITY PLOT WITHOUT WASTING COMPUTER OR
PLOTTER TIME. SPECIFICALLY, RESOL IS THE RESOLUTION OF THE PLOT-
TER, E.G. .005 FOR VERSATEC 1200, .0Q02 FOR CALCOMP 1037, ETC.
ORDINARILY, THE WIDTH OF A LINE ON A PLOTTER IS THE SAME AS ITS
RESOLUTION, BUT ON A MECHANICAL (PEN-AND~INK} PLOTTER SUCH AS THE
CALCOMP 1037, MOST PENS ARE WIDER THAN THIS. SMUT USES THE LINE-
WIDTH AS THE SPACING BETWEEN THE PARALLEL LINCS IT DRAWS TO BLACK-
EN MANY SYMBOLS IN. SO LINWID CAN BE USED TO SPECIFY A LINE-
WIDTH LARGER THAN THE RESOLUTION VIA THE FORMULA

LINEWIDTH = RESOL#%. 1#ABS(LINWID) .

FINALLY, IF MODPUB IS ‘P‘, SMUT TAKES EXTRA CARE IN DRAWING SOLID
NOTEHEADS AND IN THICHKENING EVERYTHING (ESPECIALLY SLURS, CLEFS,
AND QUARTER RESTS) IN AN EFFORT TO PRODUCE THE BEST POSSIBLE PLOT
QUALITY. THIS SLOWS THE PROGRAM DOWN AND IS LIKELY TO HELP {NLY
ON HIGH-RESOLUTION VECTOR-DRAWING PLOTTERS. ESPECIALLY PEN-AND-INK
PLOTTERS.

SMUT INSISTS ON HS BEING AT LEAST 15 TIMES AS LARGE AS
- RESOL . ACTUALLY, FOR READABLE RESULTS. IT SHOULD BE AT LEAST 20
OR. BETTER. 30 TIMES AS LLARGE.

SMUT RELIES ON YMIN TO PREVENT THE PLOT FROM GOING OFF THE
BOTTOM OF THE PAGE. THIS IS BY NO MEANS FOOLPROOF, ESPECIALLY IF
THE MUSIC HAS VERY LOW NOTES OR PERFORMANCE DIRECTIONS WELL BELOW
THE STAFF. EXPERIMENTATION WITH YMIN MAY BE NECESSARY FOR BEST
RESULTS.

SPACING BETWEEN SYSTEMS IN A SCORE IS AFFECTED BOTH BY VYDELT
AND BY THE NUMBER OF STAVES. HOWEVER, IT WILL ALWAYS BE S0OMC~
WHERE BETWEEN (NO. OF STAVES)#YDELT AND (NO. OF STAVES+1)#YDELT
--I1.E.. UP TO VYDELT MOIRE SPACE IS LEFT BETWEEN SYSTEMS THAN BE-
TWEEN STAVES WITHIN A SYSTEM. SPECIFICS APFEAR IN THE FOLLOWING
TABLE.

NO. OF STAVES SPACE BETWEEN SYSTEMS
1 1#YDELT
2 2. 254YDELT
3 3. O#YDELT
4 4, 79+¥YDELT
5 OR MORE (NO. OF STAVES+1)#YDELT

IT IS5 POSSIBLE, ALTHOUGH SOMEWHAT MESSY, TO COMPUTE FROM THIS HOW
MANY SYSTEMS SMUT WILL PUT ON A PAGE, GIVEN THE NUMBER OF STAVES
IN THE SYSTEM, YDELT , AND YH .

FOLLOWING ARE SEVERAL SAMPLE LAYOUT LINES, WITH NAMES OF DUTPUT
DEVICES THEY MIGHT BE SUITABLE FOR.
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L. LISTRESOLHS. . . XLN. . YH. .. YDELTYMIN, MAXERMLW OUTPUT DEVICE

LS 0
LP 0
LS o
LS 0

LS 4]
5 -1
ts -1t
Ls -1
Ls 1)
LS v

.Q05 .24 7.70 7.60 .96 .40 20 00 (2EFAULTS)

.010 .60 6.60 4.8 1.5 -1 QQ UEI+ADM3A/TEK, BIG
.Q10 .40 &6.460 4.8 1.2 oo DEI+ADM3A/TEK. MED.
05 1.8 32.08B.0 4.0 -1 00 LINE PRINTER.BIG
.08 1.0 31.5 9.2 2.7 -1 00 LINE PRINTER.MED.

. 002 P15 CaLCOMP 1037. NARROW
.002 .27 10.2 12.8 .94 P15 CaLCOMP 1037.WIDE
.002 .31 11.5 14.4 1.05 P15 CALCOMP 1037 67PCT.
. 005 00 VERSATEC 1200

. Q05 .20 .80 oo VERSATEC 1200, SMALL

B. INITIALIZATION LINES ARE EITHER ‘H’ (HEADER!., ‘F’ (FOOTER}., ‘R’

(RUNNTNG

FOOTER), ‘6’ (GROUP VOICES), ‘B’ (BARS PER SYSTEM), ‘C°

{(COMMENT)Y. OR ‘X’ (END INITIALIZATION LINES AND BEGIN MUSIC DATA).

1. HEADER/FOOTER LINES TELL SMUT WHAT, IF ANYTHING: TO WRITE

AT THE

TOP OF THE FIRST PAGE OF MUSIC (TYPICALLY THE TITLE OF

THE PIECE AND THE COMPOSER’S NAME) AND AT THE BOTTOM OF THE
FIRST PAGE (TYPICALLY A COPYRIGHT NOTICE AND/OR GENERAL PER-
FORMANCE INSTRUCTIONS). THE FORMAT OF EACH LINE IS5~

COL.

INFORMATION

1

2

3-80

‘H* {HEADER LINE. INFORMATION TO GO AT TOP OF PAGE) OR
‘F/ (FOOTER LINE, TQ GO AT BOTTOM OF PAGE).

A DIGIT FROM 1 THRU @ GIVING THE SIZE CF THE CHARACTERS
TO BE USED FOR THIS LIME, RELATIVE TO THE HEIGHT OF THE
STAFF. 1 TO 4 ARE THE SAME AS PERFORMANCE DIRECTION
SIZES 1 TO 4, B MEANS CHARACTERS THE SAME HEIGHT AS THE
STAFF, & IS5 EVEN LARGER. RECOMMENDED SIZES ARE. ..

IN SCORE IN PARTS

TITLE 7 OR 8 &
COMPOSER ‘S NAME, ETC. S 0O0R & 4
ON ‘H’ AND ‘F’ LINES, SPECIFICATION OF FROM ZERD TO
THREE SUBLINES, EACH PRECEDED BY ONE OR MORE BLANKS.
THE NOTATION OF A SUBLINE IS BEST DESCRIBED WITH AN EX-
AMPLE-~—

R/BENJAMIN BRITTEN
MEANS, WRITE ‘BENJAMIN BRITTEN’ RIGHT-JUSTIFIED ON THE
LINE. BESIDES ‘R‘, POSITION CODES ARE ‘L’ (LEFT-
JUSTIFY) AND ‘C* (CENTER). THUS: A COMPLETE LINE MIGHT
BE--—

HY  LUILFRED OwWeN' ~'BENJAMIN BRITTEN'
I.E.. WEITE AT THE TOP (OF THE PaGE IN RATHER LARGE LET-
TERS A LINE WITH 'WILFRED OWEN‘ FLUSH AGAINST THE LEFT
MARGIN AND ‘BENJAMIN BRITTEN' FLUBH AGAINST THE RIGHT.
ANY CHARACTER NOT APPEARING IN THE SUBLINE CAN BE USED
TO DELIMIT ITS BEGINNING AND END, SO IT IS POSSIBLE TO
HAVE TITLES THAT INCLUDE THE * --FOR EXAMPLE,
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C/MILES Y MODE/

AN ‘=’ WHERE A POSITION CODE IS EXPECTED TELLS SMUT 710
IGMNORE THE REST OF THE LINE. THIS ALLOWS (E. 6. ) PUTTING
SEQUENCE NUMBERS ON HEADER/FUOOTER LINES.

NO MORE THAN 12 HEADER AND FOCTER LINES MAY APPEAR.

2. THE 'R’ (RUNNING FOOTER) LINE GIVES INFORMATION TO BE WRITTEN
AT THE BOTTOM OF EVERY PAGSE AFTER THE FIRST. ITS FORMAT IS
IDENTICAL TO THAT OF A HEADER/FOOTER LINE, EXCEPT THAT A RIGHT-
JUSTIFIED SUBLINE SHOWL.D NOT BE USED, SINCE THE PAGE NUMBER IS
WRITTEN AT THE RIGHT END OF THE RUNNING FOOTER LINE. SIZE 4 IS
RECOMMENDED. ONLY ONE RUNNING FOOTER LINE SHOULD APPEAR.

3. A ‘G’ LINE TELLS SMUT HOW TO GROUP VOICES IN A SCORE., IN-
CLUDING WHICH VYOICES SHARE STAVES. IT CONTAINS A ‘G‘ IN COLUMN
1. AND COLUMNS 2 THRU 80 CONTAIN GROUPING INFURMATION. ONE OR
MORE BLANKS INDICATE THE END OF A GROUP. THE SPECIFICATION OF
EACH GROUP IS EITHER A SERIES OF ‘1S AND ‘2’5, WHERE ‘1‘ MEANS
UNSHARED AND "2’ MEANS SHARED STAFF, OR IS A DIGIT 3 THRU 9
GIVING THE NUMBER OF UNSHARED STAVES. FOR EXAMPLE

6 43
INDICATES FOUR VOICES IN THE FIRST GROUP AND THREE IN THE SECOND,
EACH WITH ITE OWN STAFF.

e 22
INDICATES A SINGLE GROUFP OF FOUR VOICES ON TWO SHARED STAVES.
E.G. FOR A CHORALE. FINALLY,

G 1222 22 1 5
MEANS FOUR GROUPS, RESPECTIVELY WITH SEVEN. FOUR., ONE, AND FIVE
VOICES, VOICE 1 HAS ITS OWN STAFF., VOICES 2 AND 3 SHARE A STAFF,
VOICES 4 AND 5 SHARE ANOTHER, ETC. — THIS MIGHT BE A MOZART ORCH-
ESTRA. THE SAME THING COULD BE WRITTEN

G 1222 22 1 11111
ANY GROUPING SPECIFIED FOR MORE VOICES THAN THERE IS DATA FOR IS
IGNORED,

VOICE GROUPING AFFECTS HOW BARLINES ARE DRAWN - THEY ARE INTER-
RUPTED DETWEEN GROUPS — AND HANDLING OF CONDITIONAL PERFORMANCE
DIRECTIONS, WHICH ARE WRITTEN ONLY FOR THE TOP OR ONLY VOICE OF
EACH GROUP.

VOICES SHARING A STAFF HAVE THEIR STEMS POINTED QUTWARDS. SLURS
AND GROUPET ACCESSORY NUMERALS PUT ON THE QUTSIDE, EVE. THEIR
CLEFS, KEY SIGNATURES, AND TIME SIGNATURES MUST alWAYS AGREE.

N, B. SMUT 2.9 IS TOTALLY IGNORANT OF THE DANGER OF VOICES SHARING
A STAFF COLLIDING. IN PARTICULAR, WHEM THEIR NOTES AHE o SECOMD
APART OR IM UNISOM, THE HEADS WILL OVERLAFP OR BE SUPERIMPOSED.
AND WHEN BOTH WAVE ACCIDENTALS AND ARE WITHIN A FOURTH, THE AC-
CIDENTALS WILL OVERLAP.

DEFAULT WHEN DLING A SCORE IS THAT ALL VOICES FORM ONE GROUP AND
EACH HAS ITS OWN STAFF. ‘G’ LINES ARE ILLEGAL WHEN DOING PARTS.
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4. ‘B’ (BAR-PER-SYSTEM) LINES CONTAIN IN COLUMNS 2 THRU 80 A
SERIES OF UP TO &0 DIGITS SPECIFYING HOW MANY BARS ARE TO BE
BUT IN EACH SYSTEM OF MUSIC. BLANKS ARE IGNORED. AN ‘=’ MEANS
THE THE END OF THE LIST. OCCURENCE OF A ‘B’ LINE PERMANENTLY
TURNS OFF SMUT'S NORMAL MECHANISM FOR DECIDINC HOW MANY BARS TO
PUT IN EACH SYSTEM (ALTHOUGH IT WILL STILL TRY TO PREVENT DIS-
ASTERQOUS OVERCROWDING). FOR EXAMPLE.

B 2222333 -0OR- B 2222 3 3 3
SPECIFIES 2 BARS IN EACH OF THE FIRST 4 SYSTEMS AND 3 BARS IN
EACH OF THE NEXT 3. IF MORE SYSTEME ARE REQUIRED, I.E. IF THERE
ARE MORE THAN 17 BARS, THE REST OF THE MUSIC WILL BE SQUEEZED
UNMERCIFULLY. :

5. COMMENT LINES ARE PRINTED OUT BUT IGNORED. THEY CAN CONTAIN
ANYTHING IN COLUNMNS 2-80.

DEMONSTRATE ALL THIS, A LEGITIMATE RUN MIGHT BEGIN LIKE THISG...

LP (LAYOUT LINE)
H7 C/SYEEDA‘S SONG FLUTE/

HS R‘JOHN COLTRANI'

X

S {1 1 0 4 4 = _ (BEGIN MUSIC DATA)
LIKE THIE. ..

Ls -1 .002 .20 .73 (LAYOUT LINE)

H8 C‘WAR REGUIEM’ {BEGIN INIT. LINES)
Ho IL'WILFRED OWEN’ R‘BENJAMIN BRITTEN, OP. &6°

H& {T0 LEAVE SPACE)

H7 C REQUIEM AETURNUM’

F4 C‘COPYRIGHMT 1962 BY BOGOSEY AND HAWKES’
R4 L WAR REQUIEMS

G 122122 222 3 & 3

X : (END INIT. LINES)
5 { 1 -1 5 4 = {BEGIN MUSIC DATA)
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MUSIC DATA LTNES

N.B. THIS SECTION GIVES THE EXACT FORMAT OF SMUT MUSIC-DESCRIB-
ING COMMANDS. GSINCE THESE ARE GENERATED AUTOMATICALLY BY SMIRK
AND BY JANUS ., THE PROGRAMS THAT INTERFACE MUSTRAM AND COMPOSING
PROGRAMS TO SMUT . USERS GF SMIRK OR JANUS NEED NOT PAY TOO
MUCH ATTENTION TD THIS SECTION.

EACH DATA LINE (OR LINE IMAGE) IS DIVIDED INTO FOUR 20~COLUMN
DIVISIONS., A COMMAND MAY INCLUDE 1, 2, OR 3 OF THESE DI-
VISIONSG. COLUMN 1 ALWAYS BEGINS A COMMAND. A %/ OR SEMICOLON
IN COLUMN 20 INDICATES A NEW COMMAND BEGINS IN 22. AND sSIMILAR-
LY FOR COLUMNS 40-41 AND &0-&1. AN ‘=’ IN COLUMN 20, 40, OR
&0 INDICATES THE REST OF THE LINE IS TO BE IGNORED.

THE TYPE OF INFORMATION IN A COMMAND AND HOW IT IS FORMATTED IS
DETERMINED BY THE 18T CHARACTER OR OP CODE (IN COLUMN 1, 21,

41, OR &1}, AS FOLLOWS -

0F CODE COoOMMaND NO. OF DIVS.. FORMAT
N NOTE {1)413. 3A2 (2)413, 5A2
(& GRACE NOTE {1) 413
R REST {1} 3I3.a2
B BARLLINE {1} I3
p PERFORMANCE DIRECTION (1)313, 2A4, A1 (21313,
_ 7A4. A1 (31313, 1244
A ARTIFICIAL GROUP (1) 3I3
s STAFF-CLEF-KEY SIGNATURE~-METER (1) 7I3-
I IDENTIFICATION {1)13:.4A4 (2)13,8a4
# CONTROL (1) I3, 2A4
& EDIT { ML I2,A1, 15, 201X, I2),
FAS. 3A2
M MISCELLANEQUS SYHBOL {1} I3:.A2
u CALL USER ROUTINE {1} 213, 14,13
T acTava (1} 213
X END-OF-VOICE {1) Al

(BLANK) NO-OP
ANYTHING ELSE IS ILLEGAL.

EXPLANATTIGOQN QF PARAMETERS

N.B. GENERALLY A STATEMENT THAT SOMETHING ‘CANNOT’ BE DONE
MEANS IF IT IS. AN ERROR MESSAGE WILL BE ISSUED, A STATEMENT
THAT SOMETHING ‘SHOULD NOTY BE DONE USUALLY MEANS THAT IF IT
IS, SMUT WILL NOT CATCH IT AND BAD THINGS MAY HAPPEN.

N.B. THE ‘I’ FORMAT USED HERE IS LIKE FORTRAN 77. NOT FORTRAN
o&: IN THAT FORTHAN od TREATS TRAILING BLANKS LIKE ZERQS,
WHEREAS SMUT AND FORTRAN 77 IGMORE THEM (WHICH MAKES FAR MORE

e, g e

SENDE ).

OO O0O0000000a0a00000000000G00080000000000000000
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NAME FORMAT MEANING

## NOTE (N) COMMAND +#

NOTP

JGP

NDURE

IDT
KSYM

13

I3

I3

13
3A2

THE MEANING OF NOTP AND JGP . DEPENDS ON WHETHER
CHROM IS IN EFFECT. IF S0, NOTP IS AN INTEGER,
OPTIONALLY SIGNED, REPRESENTING THE NOTE'S PITCH IN
SEMITONES RELATIVE TO THE PIAND'S LOW A, NOTP=0.
THUS, MIDDLE C IS 39, THE PIANO‘S TOP C 87. AND &O
ON. LEGAL RANGE IS -9 .LE. NOTP .LE. 99 (AFTER
TRANSPOSITION), IF NOCHROM . NOTP GIVES THE
NUMBER OF THE STAFF LINE OR SPACE THE NOTE SHOULD
APPEAR ON, WITH 29=MIDDLE C (REGARDLESS OF CLEF).
HENCE, IN THIS CASE THE PIANO'S LOW A IS & AND ITS
TOP C IS &7.

UNDER CHROM ., A VALUE OF 1 INDICATES GUARTER-TONE
DOWN, 2 QUARTER-TONE UP FROM THE PITCH GIVEN BY
NOTF . IF NOCHROM , THE ONE’'S DIGIT IS AS JUST
DESCRIBED, WHILE TEN'S DIGIT=1 MEANS DOUBLE FLAT, 2
MZANS FLAT. 3 MEANS NATURAL, 4 SHARP, AND 5 DOUBLE
SHARP.

DURATION. IF NDURE AND IDT ARE BOTH ZERQ. THE
DURATION OF THE PREVIOUS NOTE READ IS REPEATED.
OTHERWISE, THE MEANING OF NDURB AND IDT DEPENDG
ON WHETHER NORHDEC OR RHDEC IS IN EFFECT. WITH
NORHDEC . NDURB IS THE RECIPROCAL OF THE BASIC DUR-
ATION AND IDT THE NUMBER OF DOTS. WITH RHDEC .
NDURB IS A NO. OF 128TH NOTES AND IDT A NO. OF
WHOLE NOTES TO ADD TOGETHER TO -DETERMINE THE DUR-
ATION. BASIC DURATIONS ARE LISTED WITH THEIR EQUIV-
ALENTS BELOW.

~==WITH NORHDEC——-— WITH RHDEC
NOTE VALUE NDURB MaX, OF 1DT NDURB IDY
DOUBLE LONG = 10 0 a8
L ONG -4 g 0 4
BREVE -2 8 0 2
WHOLE (SEMIBREVE) 1 7 ) 1
HALF 2 & &4 )
QUARTER 4 5 32 0
EIGHTH 8 4 16 o
16TH pY-1 3 8 C
32ND 32 2 4 %)
&4TH b4 1 2 o
128TH 128 Q H o

SEE EXPLANATION OF NDURB ABOVE.

EACH OF THE FIVE FIELDS INDICATES A SYMBOL AGSUC-
IATED WITH THE NOTE. ALL ES’S FOR A NOTE SHOULD
APPEAR FIRST, THEN ALL SL’S., SU‘S, AND SD’S, THEN

A TI (IF PRESENT), THEN EVERYTHING ELSE. ES AND
SL CANNOT BOTH APPEAR ON A DECOMPQOSED NOTE. InN
TERMS OF POSITIONING, SYMBOLS FALL INTO FOUR CAT-
EGORIES -~ THOSE THAT ARE ALIGNED WITH THE NOTEHEAD
AND ALWAYS 60 ABOVE THE STAFF (MARKED ‘A’ BELOW),
THOSE THAT ARE ALIGNED WITH THE NUOTEHEAD AND CAN GO
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ABOVE OR BELOW THE HEAD OR STEM (NO MARKING!). THOSE
THAT FOLLOW THE NOTE (MARKED ‘F’). AND MISCELLANEQUS
UNALIGNED SYMBOLS (MARKED ‘M’). THOSE IN THE 2ND
CATEGORY ARE DRAWN WITH THE 157 INNERMOST (CLDSEST
TO THE NOTEHEAD). THEN THE 2ND., ETC.

CODE CAT. HMEANING

ES END SLUR. UP TO 3 SLURS (AND TIES! MaY
BE NESTED.

Sk BEGIN SLUR.

sU BEGIN SLUR CURVING UP WITH CURVATURE
GIVEN BY THz LEFTMOST DIGIT OF THE NEXT
FIELD.

sD BEGIN SLUR CURVING DOWN WITH CURVATURE

GIVEN BY THE LEFTMOST DIGIT OF THE NEXT

FTELD.

TIE TO FOLLOWING NOTE.

INDICATES NUMBER ZERQ.

MUMBER “1°.

NUMBER “2°.

NUMBER “3-.

NUMBER ‘4~

NUMBER “5°.

AN ACCENT MARK.

A HEAVY ACCENT (LIKE FRENCH CIRCUM-

FLEX}.

STACCATO DOT.

TENUTO LINE.

A I+f’

A 'V’ (UPBOW SIGN}.

A DOWNBOW SIGN.

FERMATA (HOLD)

LETTERE ‘TR,

A WIGGLY LINE (BARQGUE TRILL).

MORDENT.

BREATH MARK AFTER NOTE.

PAUSE MARK AFTER NOTE.

TREMOLEL. WHEN A FIELD CONTAINS TH .

THE SUCCEEDING FIELD MUST INDICATE THE

RHYTHM OF THE TREMOLO. THIS IS THE

LEFT-JUSTIFIED NO. OF SLASHES REQUIRED,

SO THAT DIVIDING A NON-DOTTED NOTE

-

%}mammwo——t

-y
=
MNP

INTO 8 WOULD BE INDICATED BY ‘3 ‘. TH
SHOULD NOT APPEAR MORE THAN ONCE ON A
NOTE.

GL F GLIGSANDO. THE NEXT FIELD MUST CON-
TAIN THE SEMITONE PITCH TO BE SLID TO,
THE NEXT FIELD AFTER THAT THE QUARTER-
TONE INDICATOR.
BM M BEGIN BEAMING HERE,
EB M END BEAMING HERE.
REGARDLESS OF WHETHER AUTO-BEAMING IS IN EFFECT
SEE THE ‘% BEAM‘ COMMAND), SMUT ATTEMPTS TO BEAM
THE NOTES AND GRACE NOTES FROM THE ONE WITH ‘BM‘
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THROUGH THE ONE WITH ‘EB’ WITHOQUT BREAKS DUE TO
METER. HOWEVER, THE ‘BM* AND ‘EB’ MUST BOTH BE
WITHIN THE SAME BAR - BEAMING ACROSS HBARLINES IS
NOT POSSIBLE.

H3 M SQUARE NOTEHEAD.

H4 M DIAMOND-SHAPED NOTEHEAD.
Hb 3] ‘X’ SHAPED NOTEHEAD.
H7 M OMIT NOTEHEAD ENTIRELY. IF THE NOTE
HAS ACCIDENTALS OR DOTS. THEY ARE NOT
CHITTED.
{BLANK) INDICATES NO SYMBOL.
N.B. . AND // SHOULD NOT BE SPECIFIED WITH THE

SAME NOTE.

## GRACE NOTE (G) COMMAND

NOTP
Jar
NDURG
ISHG

## REST
NOTP

NDURB

IDT

KRSYM

I3
I3
I3

I3

SAME AS IN NOTE COMMANDS,

SAaME AS IN NOTE COMMANDS.

SAME AS IN NOTE COMMANDS, EXCEPT THE LONMGEST LEGAL
DURATION IS A HALF NOTE.

(NOT USED IN THIS VERSION.)

(R) COMMAND =

13

I3

13

AR

~7% MEANS ‘INVISIBLE REST’. OTHERWISE, NOTP IS
THE NUMBER OF HALF—~SPACES BY WHICH THE REST SHOULD
B&E MOVED FROM ITS NORMAL POSITION, E. G -& WOULD
LEAVE A WHOLE REST HANGING FROM THE BOTTOM L INE.
0ODD VALUES ARE NOT RECOMMENDED, SINCE THEY COULD
MAKE WHOLE RESTS LOOK LIKE HALF RESTE AND VICE
VERSA.

SAME AS IN MOTE COMMANDS, EXCEPT THAT —1 MEANS A
CENTERED WHOLE REST FILLING A FAR, REGARDLESS OF
METER, IF USED AT THE BEGINNING OF & BAR--ELSE IT
CALLS FOR WHATEVER RESTS ARE NEEDED 1O COMPLETE
THE BAR. ALSO -N , FOR N .GT. 1, MEANS A ‘MULTI~
BAR’ REST OF N EBARS DURATION--A LOGICAL BARLINE
SHOULD APPEAR ON EACH SIDE OF A MULTIBAR REST WITH
NOTHING IN BETWEEN. IF DOING A SCIRE, IT GEN-
ERATES N WHOLE RESTS SEPARATED BY 3ARLINES: IF
DOING PARTS, IT GENERATES A THICK HORIZONTAL BAR
WITH THE NUMBER N ABOVE IT.

SAME AS IN NOTE COMMANDS. IGNORED WITH MULTIBAR
RESTS.

NDURB AND IDT BOTH ZERO CAUSES THE DURATION OF
THE LAST REST (NOT NOTE) TO BE USED.

A SYMBOL ASSOCIATED WITH THE REST. THOSE MARKED
‘F’ BELOW FOLLOW THE REST., THOSE MARKED ‘A’ ARE
ALIGNED WITH IT AND ABOVE THE STAFF (THESE SHOULD
NOT BE USED WITH MULTIBAR RESTS).

CUODE CAaT. MEANING
FM A FERMATA (HOLD)

' F BREATH MARK AFTER REST
// F PAUSE MARK AFTER REST
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## BARLINE (B) COMMAND #%

KB I3

IF KB .LT. 0, THE TYPE OF BARLINE SPECIFIED BY
THE VALUE OF KB IS DRAWN BUT THE BAR IS NOT
LOGICALLY ENDED. IF KB .GE. O AND AUTOMATIC BAR-
RING IS IN EFFECT, THE VALUE OF KB GSPECIFIES THE
TYPE OF THE NEXT AUTOMATICALLY GENERATED BARLINE.
IF KB ,GE, 0 AND AUTO-BARRING IS NOT IN EFFECT.
THE TYPE OF BARLINE SPECIFIED IS DRAWN AND THE BAR
i§ ENDED.

VALUES HAVE THESE MEANINGS. ..

MEANS SINGLE BAR,

LIGHT DOUELE BAR,

HEAVY DOUBLE BAR,

HEAVY DOUBLE BAR WITH REPEAT SIGN BEFORE IT,
HEAVY DOUBLE BAR WITH REPEAT SIGN AFTER IT,
HEAVY DOUBLE BAR WITH REPEAT SIGN BEFORE-+AFTER,
DOTTED BARLINE,

SHORT., LIGHT SINGLE BAR,

"INVISIBLE BAPLINE’ (ACTS LOGICALLY LIKE A
JARLINE, FLUSHES BUFFERS, ETC.)

N. B. IF DIFFERENTY VOICES IN A CONNECTED GROUP
HAVE A DIFFERENT BARLINE TYPE, PECULIAR RESULTS
ARE LIKELY.

CRNEWGH DN

#¥ PERFORMANCE DIRECTION (F) COMMAND

IPARMI It
IPARM2 I2
IPARM3 I3
IPARM4 TI1
IPARMS 12
— 12A4

.EG. 1 INDICATES CONDITIONAL PERFORMANCE DIRECTION,
WRITTEN ONLY IF THIS VOICE IS THE TOP OR ONLY
VOICE IN A GROUP (SEE INITIALIZATION -COMMANDS).

- EQ. O INDICATES PERFORMANCE DIRECTIUON ALWAYS TO
BE WRITTEN.

ABSOLUTE VALUES 1 TO 5 INDICATE VERY SMALL TO VERY
LARGE CHARACTERS. IF IPARMZ IS POSITIVE THEY
WILL BE WRITTEN ABOVE THE STAFF, IF NEGATIVE BELOW.
SIZE 3 IS BEST FOR MOST PURPOSES EXCEPT DYNAMIC
LEVELS (‘MP‘, ‘FF‘, ETC.), FOR WHICH SIZE 4 (AND
FONT 1) IS SUITABLE. IF DQING A SCORE, CONDITION-
AL PERFOURMANCE DIRECTION SIZES WILL BE BOOSTED BY
ONE.

THE Y-DISPLACEMENT FROM THE NCRMAL POSITION IN
HALF-SPACES. THE NORMAL POSITION IS 5 HALF-SPACES
ABOVE THE STAFF OR 9 HALF-SPACES BELOW.

FUONT (O=NORMAL, 1=DYNAMICS FONT, 2=ITALICS). N.B.
ON CDC COMPUTERS, FONT 1 ASSUMES ALL ALPHABETIC
CHARACTERS ARE UPPER CASE AND FORCES THEM INTO
LOWER CASE,

THE NUMBER OF CHARACTERS TO BE WRITTEN (MAX. 48).
THE LITERAL CHARACTERS TO BE WRITTEN. STARTING
ABOVE OR BELOW THE NEXT NOTE DR REST.

## ARTIFICIAL GROUP OR GIOUPET (A) COMMAND s+

NAG I3

<GP i3

THE GROUP ‘S TOTAL DURATION IN TERMS OF ITS BASIC
UNIT. ALSO TAKEM AS THE ACCESSORY NUMERAL TO BE
PRINTED.

THE GROUP ‘S DURATIONAL UNIT, INDICATED IN THE SAME
WAY AS NDURB FOR NOTES AND RESTS, EXCEPT THAT IT
MUST BE .GE. 1 WITH NORHDEC AND SHOULD BE . LE.



nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

MOVNAG

I3

i-16

128 AND A POUWER OF 2 WITH RHDEC .

LE. -99 MEANS DO NOT PRINT ACCESSORY NUMERAL.
OTHERWISE MOVNAG IS THE Y~DISPLACEMENT FOR THE
ACCESSORY NUMERAL, IN HALF-SPACER.

IN SIMPLE METERS. DURATIONS OF NOTES IN ARTIFICIAL
GROUPS ARE ALWAYS REDUCED. IN COMPOUND METERS,
THIS DEPENDS ON THE CONTROL COMMANDS - SHRINK AND
NOSHRINK (WHICH SEE). N.B. IF DESYNC IS ON. NO
ARTIFICIAL GROUP STARTING OFF THE BEAT MAY CROSS
THE FOLLOWING BEAT. SEE THE DESCRIPTION OF THE
‘S COMMAND BELOW.

## STAFF-CLEF-KEY SIGNATURE-~METER (5) COMMAND ##

KIND

NUCLEF

KBaX

MN

MD

MSFEC

I3

I3

I3

I3

I3

I3

THE FIRST 'S’ CUMMAND FOR EACH VOICE SHOULD SPECIFY
CLEF AND TIME SIGNATURE. AN INITIAL KEY SIGNATURE
gF NO SHARFS OR FLATS IS5 ASSUMED.

IF KIND .NE. 0. START A NEW SYSTEM. KIND .GT. O
MEANS RIGHT-JUSTIFY THE OLD SYSTEM., .LT. O MEANS
DO NOT. +0R- 1 IMPLIES A CONTINUATION OF THE SAME
PIECE, S0 THE OLD KEY SIGNATURE WILL BE REPEATED
AND/0R CANCELLED AND MEASURE NUMBERS WILL CONTINUE.
+0R- 2 IMPLIES STARTING A NEW PIECE, S0 THE OLD KEY
SIGNATURE WILL BE FORGOTTEN, MEASURE NOS. WILL
RESTART AT 1., ETGC. +0OR~ 3 IS THE SAME AS +0OR— 2.
EXCEST IT ALSD MEANS START A NEW PAGE.

KIND=0 MEANS DO NOTHING,

N.B. KIND = +0R- 2 OR 3 SHOULD NEVER BE USED IN
SCORES. WHEN DOING A SCORE. IF- ANY VDICE REGQUESTS
A NEW SYSTEM (I.E., HAS KIND .NE. 0) ONE WILL BE
STARTED. TWO DIFFERENT NONZERO VALUES OF KIND

IN THE SAaME BAR IN DIFFERENT VOICES SHOULD NMEVER
BE USED. STARTING A NEW SYSTEM ALWAYS IMPLIES
ENDING THE CURRENT BAR.

INDICATES NEW CLEF AS FOLLOWS - 1 TREBLE. 2 S0O-
PRANO, 3 MEZZO-SOPRANG: 4 ALTO, S TENOR, & BAR~-
ITONE, 7 BASBS. O MEANS DO NDT CHANGE CLEFS.

NEW KEY SIGNATURE, AS FOLLOWS -

-7 .LE. KSAX .LT. O MEANS CHANGE TO —KSAX FLATS.
KSAX=0 MEANS NO CHANGE OF KEY SIGNATURE.

0 .LT. KSAX .LE. 7 MEANS CHANGE TO KSaX SHARPS.
KEAX . E8T. 7 MEANS CHANGE TO O SHARPS AND FLATS.
FLAT AND SHARP KEY SIGNATURES RESPECTIVELY INVOKE
‘% FLATY AND ¥ NOFLAT® CONTROL COMMANDS.

THE NUMERATOR OF THE NEW TIME SIGNATURE. IF MN=O,
THE TIME SIG. DOES NOT CHANGE AND MD AND MSPEC ARE
IGNORED. '

THE DENOMINATOR GF THE TIME SIGNATURE.

IF MN IS GREATER THAN 3 AND A MULTIPLE OF 3 (&,
¢, 12, ETC.), THE METER IS CONSIDERED COMPOUND.
OTHERWISE IT IS CONSIDERED SIMPLE. IN COMPOUND
METERS:, 3 OF THE UNITS SPECIFIED BY MDD IMAKRE A
BEAT, IN SIMPLE METERS ONE SUCH UNIT MAKES A BEAT.
IF MSPEC .NE. O, THE LOGICAL TIME SIGNATURE IS
STILL GIVEN BY MN/MD . BUT WHAT IS WRITTEN ON THE
MUSIC IS-~
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IF MSPEC .G6T. 0, THEN MSPEC .
iF MSPEC .EQ. -1, A SLASHED ‘C‘,
.EQ, -2, A C,
-EQ. -3, NOTHING (BUT SPACE IS LEFT),

. EQ. -4, NOTHING AND NO SPACE IS LEFT.
Y-DISPLACEMENT FROM THE NORMAL POSITION OF THE
ENTIRE SYSTEM, IN HALF-SPACES. IGNORED IF KIND=0.
THIS IS INTENDED FOR USE MOSTLY WITH SINGLE LINE
MUSIC. IF, IN A SCORE, SEVERAL VDICES HAVE DIFF-
ERENT NUONZERO VALUES, STRANGE RESULTS ARE LIKELY.

## I[DENTIFICATION/INDENT (I) COMMAND 3

ISIZE I1
MOVEY 13
IFONT I1
MARG Al
INDENT 1I2
NOTP I2

ISTRNG Ba4

SIZE OF CHARACTERS., 1 (VERY SMALL) TO S (VERY
LARGE). (DEFAULT=2 IF STAFF 15 SHARED, (THERWISE
3.1

Y-DISPLACEMENT FROM THE NORMAL POSITION, IN HALF-
SPACES. THE NORMAL POSITION IS, IF AN UNSHARED
STAFF, THE CENTER OF THE STAFF, OR IF A SHARED
STAFF, JUST ABOVE OR BELOW THE CENTER.

FONT. O=NORMAL, 1=DYNAMICS FONT, 2=ITALICS. (SEE
NOTE ON DYWAMICS FONT UNDER THE -P* COMMAND. )
‘M'=LEFT MARGIN CHANGE { ‘HANGING INDENT’). ANY-
THING ELSE=INDENT RELATIVE TO CURRENT LEFT MARGIN
FOR THIS STAFF ONLY.

DISTANCE TO INDENT STAFF IN CHARACTERS, .GE. 0.
NUMBER OF CHARACTERS IN THE IDENTIFICATION (MAX—
IMuUM 321).

LITERAL CHARACTERS TO BE WRITTEN AT THE LEFT END
OF THE CURRENT STAFF. IF INDENT=0 THE STAFF WILL
BE INDENTED BY SLIGHTLY MORE THAN NOTP CHAR~
ACTERE. N.B. FOR PROPER RESULTS. THIS {OMMAND
SHOULD BE GIVEN IN THE FIRST MEASURE AFTER AN ‘S°
COMMAND THAT STARTS A NEW SYSTEM. IF MORE THAN
ONE ‘I’ COMMAND APPLIES TO A SINGLE STAFF, THE
LAST ONE WILL BE USED.

it CONTROL (3} COMMAND 4

KTLV I3

KTLWD 2A4

IN BEAM:. CLEF, TRANEZP, RHYTH, ECHO. SET. IFEG,
SHARE, TNOW, TLF7T, HCROWD, HBASE, HMASH, JUST.
REPKS COMMANDS, AS DESCRIBED BELOW. ON ALL OTHER
COMMANDS. IGNORED,
THE CONTROL WORD, LEFT JUSTIFIED. ONLY THE FIRST
FOUR CHARACTERS ARE SIGNIFICANT, E. 6. ‘CHRONIC‘ IS
TAKEN TO MEAN ‘CHROM*. CONTROL WORDS ARE (% IND-
ICATES DEFAULT CONDITIONS, ASSUMED AT THE BEGIN-
NING OF EACH VOICE)~—
% DESYNC PECOMPOSE (INTO TWD GR MORE TIED
NOTES) ALL NOTES THAT WOULD OBSCURE
THE UNDERLYING RHYTHM OR CROSS THE
BARLINE. THIS ASSUMES NO MORE THAN 10
BEATS PER BAR (NOTE THAT 12/8B IS OK,
SINCE IT’S 4 BEATS PER BAR).
NODESYNC DO NOT DECOMPOSE NODTES.
BEAM BEAMING CONTROL., CONSISTING 0OF EXTENT
OF EACH BEAMABLE AREA (THE TEN‘S DIG~
IT) AND AGGRESSIVENESS OF HEAMING (THE
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ONE‘S DIGIT). EXTENT=0 MEANS EACH BEAM-
ABLE AREA EXTENDS FOR ONE BEAT. {AS DE-
TERMINED FROM THE TIME SIGNATURE).

=1 MEANS FOR ONE UNIT OF RHYTHMIC
STRENGTH ONE LEVEL ABOVE THE BEAT.

=2 FOR ONE UNIT OF RHYTHMIC STRENGTH
TWO LEVELS ABOVE THE BEAT (ALMOST AL-
WAYS THE WHOLE BAR). FOR EXAMPLE, 1IN
S7/4 TIME., EXTENT=0Q MEANS QUARTER-NOTE
DURATION, =1 ALTERNATE HALF AND DOTTED~
HALF DURATION, =2 THE WHOLE BAR. WITH
AGGRESSIVENESS=1, THESE WOULD DE WRIT-
TEN ‘% O1BEAM‘, ‘# 11BEAM’, AND

‘# 21BEAM’. RESPECTIVELY. IF AGGRESS-
IVENESS=0, NO BEAMING TS DONE, RE-
GARDLESS OF EXTENT. AGRESSIVENESS=1
MEANE TIMID BEAMING, I.E. ALL SUITABLE
GROUPS OF NOTES AND OF GRACE NOTES
WITHIN EACH BEAMABLE AREA ARE BEAMED
TOGETHER BUT BEAMS ARE BROKEN BY aNY
SyMBOL THAT MIGHT CAUSE INTERFERENCE
(RESTS, CLEF CHANGES, ETC.). AGRESS-
IVENESS=2 MEANS BEAMS WITHIN AN AREA
ARE BROKEN ONLY WHEN ABSOLUTELY NEC-
ESSARY-~SOMETIMES NOT EVEN THEN. (DE~-
FAULT=01, I.E, 1-BEAT AREAS AND TIMID)
AUTOMATICALLY (ACCORDING TO TIME SIG-
NATURE)} SUPPLY SINGLE BARLINES.

DO NOT SUPPLY BARLINES,

CHANGE TO THE BETTER CLEF 0OF THE TWO
GIVEN IN THE FIRST TWO DIGITS OF KTLV
IF THE CURRENT CLEF REGUIRES TOD MANY
LEDGER LINES. CODES FOR THE CLEFE ARE
THE SAME AS ON THE ‘S’ COMMAND. FOR
EXAMPLE, ‘%37 CLEF’ MEANS USE EITHER
TENOR OR BASS CLEF.

DO NOT CHANGE CLEFS EXCEPT AS SPECIFIED
BY S«(«Kk~tt COMMANDS.

TRANSPOSE EVERYTHING HKTLV SEMITONES.
USE FLATS FOR ALL HALF-STEP ACCIDENT-
ALS.

USE SHARPS.

FLAT AND NOFLAT ARE AUTOMATICALLY INVOKED BY
FLAT AND SHARP KEY SIGNATURES. RESPECTIVELY. IF
NOCHROM IS IN EFFRCT. THEY ARE IGNORED.

SHRINK

% NOSHRINK

RHYTH#

IN COMPOUND METERS. COMPRESS DURATIONS
WITHIN ARTIFICIAL GROUPS.

IN COMPOUND METERS, SBTRETCH DURATIONS
WITHIN ARTIFICIAL GROUPS.

DURATIONS OF NOTES IN ARTIFICIAL
GROUPS IN SIMPLE METERS ARE ALUWAYS
COMPRESSED.

MULTIRLY THE DURATIONS OF NOTEZS AND
RESTE AND DIVIDE DENOMINATORS OF TIME
SIGNATURES BY KTLV (WHICH MUST EE 1,
2, OR 4}.
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RHYTH/ DIVIDE DURATIONS AND MULTIPLY DENOMI-
NATORS BY KTLV (WHICH MUST BE 1, 2,

OrR &3,

RHDEC ACCEPT RHYTHMIC INPUT IN ‘DECIMAL‘
FORM. N.B. RHDEC WILL NOT WORK WITH
NGDESYNC .

$ NORHDEC ACCEPT RHYTHMIC INPUT AS RECIPROCALS
OF ACTUAL DURATIONS,

$ CHROM ACCEPT PITCH INPUT IN CHROMATIC FORM.
NOCHROM ACCEPT PITCH INPUT IN NONCHROMATIC
FORM.
ECHO READ (E.G. SCAN FOR DATA) THE NEXT

LINE KTLYV TIMES. N.B. THE LINE
ECHUED MAY NOT CONTAIN AN ‘X ° COMMAND.
READALT IF CURRENTLY READING FROM THE STANDARD
READ UNIT, SWITCH TO THE ALTERNATE. IF
CURRENTLY READING FROM THE ALTERNATE
READ UNIT, SWITCH TO THE STANDARD.

SET SET VARIABLE FOR TESTING BY IFEG TO
ATLV (DEFAULT=999).
IFEQ IF KTLV .NE. THE SET VARIABLE, SKIP

INFUT UNTIL AN ENDIF IS FOUND, EX-
CEPTION. .. IF THE SET VARIABLE=99%9,

NEVER SHKIP.
ENDIF TERMINATE THE RANGE OF AN IFEG .
SHARE OVERRIDE SHARED STAFF STATUS IN PASS I

ONLY. KTLV=1 TELLS PASS I THIS IS THE
UPPER VOICE OF A SHARED STAFF, =-—i
THIS IS THE LOWER, =0 THIS STAFF IS
UNSHARED,
IF EITHER THE TNOW OR THE TLFT COMMAND IS USED TO
DECREASE THE ELAPSED TIME IN A MEASURE. TERRIBLE
RESULTS MAY OCCUR. THEY ARE BEST USED ONLY FOR
ANACRUSES.
TNOW SET ELAPSED TIME WITHIN CURRENT BAR 7O
(KTLV/MUMBER FOLLOWING ‘TNOW® IN I3
FORMAT) .
TLFT SET REMAINING TIME WITHIN CURRENT BAR
T (KTLV/NUMBER FOLLOWING ‘TLFT’ IN I3
FORMAT).
DEFAULTS FOR THE FOLLOWING CONTROL WORDS ARE SET
ONLY AT THE VERY BEGINNING OF THE RUN, AND WHAT-
EVER VALUE IS IN EFFECT AT THE END OF THE DATA IS
TAKEN TO APFLY THROUGHOUT. IF IT IS NECESSARY TO
VARY THEM WITHIN & RUN. A USER3 OR USER4 CAN
Do s0.
$ SYST WHEN A SYSTEM IS5 FILLED, AUTOMATICALLY
BEGIN ANOTHER WITH THE SAME CLEFS AN
KEY SIGNATURES.
NOSYST DO NOT BEGIN A NEW SYSTEM UNTIL AN
5-C-R~M COMMAND WITH KIND .NE. O IS5
FOUND.
HCROWD SET THE 'IDEAL ‘ HORIZONTAL SPACING TO
NOTP PERCENT OF THE USUAL VALUE. IF
THE SHORTEST NOTE IN THE SCORE IS, SAY,
A QUARTER NOTE., ONE MIGHT SET HCROWD
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TO 75 TO AVOID LEAVING SPACE FOR
SHORTER NOTES THAT NEVER QCCUR.
HBASE SET THE BASE FOR ‘IDEAL’ HORIZONTAL
SPACING CaALLULATICON TO 1+(HBASE/1000},
HBASE=0 GIVES CONSTANT SPACING, IN-
DEPENDENT OF DURATION. HBASE=799
GIVES APPROXIMATELY LINEAR SPACING,
PROPORTIONAL TO DURATION. BOTH LOOK
BAD. REASONABLE VALUES ARE FROM AROUT
350 TQ 7Q0. (DEFAULT=520)
TO CLARIFY THE ABOVE TWO COMMANDS. “IDEAL ‘Y SPAC-
ING IS CALCULATED BY THE EXPRESSION
CROWD#BASE#+# (LOG2 (DURATION))
WHERE CROWD=HCROWD/100 AND BASE=1+{HBASE/1000)
THIS IS IDEAL, NOT ACTUAL, SPACE BECAUSE EXTRA
SPACE IS5 LEFT WHERE NEEDED FOR ACCIDENTALS, AUG—
MENTATION DOTS, ETC. ., AND THEN RIGHT—JUSTIFICA-—
TION USUALLY AFFECTS SPACING FURTHER.
HMASH SQUEEZE NOTES (INCLUDING ASSOCIATED
ACCIDENTALS AND DOTS) TO NOTP PER-
CENT OF THEIR WIDTH. THIS IS DIFF-
ERENTR FROM AND, IN A WAY, MORE
DRASTIC THAN CHANGING HCROWD AND
HBASE , WHICH AFFECT ALL SYMBOLS,
BUT ONLY THEIR POSITIONS, NOT THEIR
SHAPES.
% MEASNO PUT MEASURE NUMBERE AT FHE LEFT END
OF EACH SYSTENM,
NOMEASNDO DO NOT PUT MEASURE NUMBERS.
JUST KTLV=0 MEANS DO NOT RIGHT=-JUSTIFY ANY-
THING: =1 MEANS RIGHT=JUSTIFY EVERY-
THING EXCEPT THE LABT BYSTEM (OR LAST
STAFF OF EACH PART, IF DOING PARTS),
=2 MEANS RIGHT-JUSTIFY EVERYTHING.
{DEFAULT=2)
REPHKS CONTROLS REPEATING THE OLD KEY SIGNA-
TURE AT THE BEGINNING OF A STAFF IF IT
IS CHANGED IN THE FIRST MEASURE OF THE
STAFF, HKTLV=0 MEANS DO MUY REPEAT THE
QLD KEY SIGNATURE., =1 MEANS DO. NOTE
THAT IF THE KEY SIGNATURE IS CHANGED
IN THE MIDDLE OF THE BAR, =0 WILL PRO-
DUCE INCORRECT NOTATION. (DEFAULT=1)

#¢ EDIT (E) COMMAND 4+
USING EDIT COMMANDS REQUIRES A KNOWLEDGE OF SMUT FPASS54 COM-

MAND FGRMATS

SEE ALl OF FASS4 SOURCE CODE. THeRE ARE FIVE

SUBCOMMANDE. . .
COomMMAND FBRMAT
CHANGE CHRWWFNNNNN
INSERT IRII XXXXX OO0 PP NNNNN, . AA. .. (NS &ND A‘S FI35, LAZ)
AGAIN AR
DELETE DR
PRINT PR
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THE OVERALL FORMAT IS
(A1, 11. I2: A1, I3, 201X, I2), 1X. 915, 3A2)

THE R'S (RECORD NUMBERS TO EDIT) ARE RELATIVE TO THE NEXT
NONEDITOR COMMAND RECORD. E.G. R=2 MEANS THE RECORD AFTER
NEXT.

HW=WORD NO. OF RECORD TO CHANGE. .. ~2=INSTRUMENT NO.. —1=X,
0=0P CODE. .GT. O=PARAMETER NO. WW. W .LT. -2=N0O OP.

='R’ MEANS NNNNN IS RELATIVE TO THE OLD VALUE.

II=INSTRUMENT NO.. XXXXX=X, 00=0PCODE. PP=NO. 0OF PARAMETERS.

NNNNN=INTEGER PARAMETER, AA=ALPHANUMERIC PARAMETER, EXCEPT IF
Wh=—1 (ON THE CHANGE COMMAND) NNNNN/1000O IS USED.

RECORD NUMBERS ARE NOT AFFECTED BY INSERTS AND DELETES., E.G.
EVEN IF THE FIRST COMMAND IS ‘DI’ A ‘C2’ SBTILL REFERS TO
THE SECOND FOLLOWING RECORD OF THE FILE. FOR A GIVEN REC-
(ORD NUMBER, THE FOLLOWING RULES APPLY. ..

IF A DELETE COMMAND APPEARS, NOTHING ELSE IS ALLOWED.
THIS MEANS THAT ONE CANNOT REPLACE A RECORD BY DOING
‘D7 FOLLOWED BY I, BUT MUSBT USE ‘I° ON THE PREVIOUS
RECORD, THEN ‘D’ ON THIS ONE.

ANY SEQUENCE OF 'C'S AND 'A’S IN AMNY COMBINATION IS LEGAL
AND DOES WHAT YOU WOULD EXPECT.

RECORD NUMBERS AND PARAMETERS FOR EDITING CAN BE DETERMINED BY
18T RUNNING SMUT WITH LISTC .67. 0. REGARDLESS OF LISTC,
SMUT WILL PRINT BACK RECORDS ALTERED BY ‘C’, ‘A’, OR ‘I’
COMMANDS. (SEE SUBROUTINE PASS54 . ) NOTE THAT CHANGING
ALMOST ANYTHING IN THE REGULAR INPUT STREAM (E.G.. ASKING.
FOR SCORE INSTEAD OF PARTS OR VICE-VERSA, CHANGING THE PAGE
SIZE, ADDING UR DELETING NOTES OR RESTS., ETC.) MIGHT AFFECT
THE RECORD NUMBERS OR PARAMETERS, B0 THE USER SHOULD BE
CAREFUL TO HAVE EVERYTHING ELSE SETTLED BEFORE MAKING UP
EDITOR COMMANDS.

COMMANDS TO THIS EDITOR EFFECTIVELY BYPASS THE ERROR CHECKING
DONE BY PASSES 1., 2, AND 3 OF SMUT ., 50 & MISTAKEN EDITOR
COMMAND CAN CAUSE JUST ABOUT ANYTHING.

## MISCELLANEQUS SYMBOL (M) COMMAND ##

MOVE 13 LEAVE (MODVE/BI#(HEIGHT OF STAFF) SPACE BEFORE
SyMBal.

KSYHM AZ ONE OF -

' BREATH MARK
/7’ PAUSE MARK
(BLANK) NONE

## CALL USER ROUTINE (U) COMMAND ##

IPARM1 I3 1. 3, OR 4 RESPECTIVELY MEAN CALL USER-SUPPLIED
SUBROUTINE USER1 . USER3 . OR USER4 IN PASS I,
IFE, QR IV AT THIS POINT IN PROCESSING THE DATA.
THESE ROUTINES CAN THEN PERFORM ANY FUNCTIONS THEY
WISH. THIS FEATURE ADDS CONSIDERAELE POWER TO
sMuT | HOWEVER, WRITING A USER ROUTINE REGUIRES
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A FAIRLY DETAILED KNOWLEDGE OF SMUT’S INTERNAL
WORKINGS.
IPARM2-4 I3, I4, I3 FARAMETERS TO BE PASSED TO THE USER ROUTINE.

## OCTAVA (T) COMMAND

NT I3 +0OR~- B, 15, COR 22 MEANS START OCTAVE SIGN NOTATION
WITH NEXT NOTE--ABSOLUTE VALUE OF 8 MEANE BVA, 105
MEANS 15MA, 22 MEANS 22Da. POSITIVE VALUE MEANS
SOPRA, NEGATIVE BASSA.
NT=0 CR +OR- 1 MEANS LOCD (END OCTAVE SIGN NOTA—
TION) IMMEDIATELY.

MOVEY I3 THE Y-DISPLACEMENT OF THE NUMBER AND RDOTTED LINE
IN HALF-SPACES, RELATIVE TO THE MORMAL POSITIONM.
THE VALUE ON THE START OCTAVE NOTATION COMMAND IS
USED AND THAT ON THE LOCO IS IGNORED.

#3# END-OF-VOICE (X) COMMAND ##

—— Al ‘X4 (I.Z., THE COMMAND “XX‘) INDICATES END-OF-
DATA. ANYTHING ELSE MEANS SKIP TO THE NEXT LINE
AND BEGIN READING DATA FOR THE NEXT VOICE.
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PRUOGRAM OFPERATION

USING SMUT MOST EFFECTIVELY REGUIRES SOME UNDERSTANDING OF
ITS INTERNAL WORKINGS. SMUT 2.9 CONSISTS OF FOUR ‘PASSES‘, AS
FOLLOWS~—

PASS I READS THE ENTIRE DATA FILE, ARRANGED AS ALL. OF VOICE 1,
THEN ALL OF VOICE 2, ETC., UNTIL A ‘XX° COMMAND OR END-OF-FILE
IS FOQUND. DEPENDING ON WHAT CPFTIONS ARE ENABLED BY CONTROL
COMMANDS, IT PERFORMS VARIOUS ‘HIGH-LEVEL® FUNCTIONS--DECIDING
WHICH NOTES TO BEAM TOGETHER, WHEN TO CHANGE CLEFS. HOW TQ
SIMPLIFY {‘'DESYNCOPATE’ OR CLARIFY)} RHYTHM, APPROXIMATELY WHERE
SLURS AND ACCESSORY NUMERALS SHOULD BE PLACED: WHAT COURTESY
ACCIDENTALS TO USE:, ETC.-—--AND WRITES ITE RESULTS GN A SCRATCH
FILE (LOGICAL UNIT 10), STILL WITH ALL OF EACH VOICE TOGETHER.
THE INFORMATION WRITTEN IS EXACTLY THE VSAME, WHETHER A SCORE
OR SET OF PARTS IS CALLED FOR., WITH OME EXCEPTION--MULTIBAR
RESTS. IF PARTS ARE WANTED: THIS KIMD OF ‘R° COMMAND IS RE-
PLACED BY WHOLE REST COMMANDS SEPARATED BY BARLINE COMMANDS,
IF A SCORE, THE MULTIBAR REST COMMAND IS KEPT.

IN ORDER TO ALIGN EVERYTHING IN THE SCORE PROPERLY. IF ONE IS
CALLED FOR, SMUT NEEDS TO EXAMINE EVERYTHING HAPPENING IN BAR
1 TOGETHER. THEN EVERYTHING IN BAR 2. ETC.., 80 IN THIS CASE
PASS Il SORTS THE SCRATCH FILE ONTC A SECOND SCRATCH FILE (UNIT
11y, IF A SET OF PARTS IS WANTED, PASS II DOES ABSOLUTELY
NOTHING EXCEPT PRINT SOME INFORMATION PRDODUCED BY PASS I.

PASE III READS SCRATCH FILE 2, ONE BAR OF SCORE OR ONE BAR OF A
PART AT A TIME:. AND ASSIGNS Y-COORDINATES TO SEVERAL THINGS
THAT COULD NOT BE HANDLED BY PASS I (FOR EXAMPLE. EXACT COORD-
INATES OF BEAMS AND SLURS), MORE IMPORTANTLY, IT ASSIGNS TEMP~
ORARY X-COORDINATES TO EVERYTHING - I.E.. IT JUSTIFIES THE BAR
— AND IT DECIDES WHEN A SYSTEM IS FULL AND A NEW ONE MUST BE
BEGUN. THIS IS DONE BY THE FOLLOWING METHOD. ..

1. MAKE A LIST OF AlL ‘TIMES‘ WITHIN THE BAR WHERE ANYTHING
HAPPENS, E.G. A NOTE OR REST IN ANY VOICE STARTS. (THIS
LIST IS SOMETIMES CALLED THE ‘RHYTHMIC SPINE’. )

2. ASSIGN ‘IDEAL.‘ SPACINGS TO EACH OF THESE TIMES WITH THE
FORMULA IDEAL SPACE = 2, S#CROWD® (BASE##LOG2(TIME)) .
CROWD wND BASE ARE SET AS DESCRIBED UNDER THE HCROWD
AND HMBAGE COMMANDS, ABOVE. THE DBEFAULTS ARE 1.0 AND
i. 520.

3. IF THIS DOES NOT LEAVE ENOUGH SPACE BETWEEN CUNSECUTIVE
SYMBOLS WITHIM AMY VOICE. INCREASE IT AS NECESSARY.

4. IF THE RESULTING BAR WIDTH OVERFLOWS THE CURRENT STAFF AT
ALL AND AUTOMATIC STAFF BREAKING WAS REQGUESTED. START A
NEW STAFF. EVEN IF NOT, IF IT OVERFLOWS THE CURRENT
STAFF BADLY, GIVE AN ERROR MESSAGE AND START A NEW STAFF.
IF STARTING A NEW STAFF RESULTS IN THE QLD ONE HAVING NO
MUSIZ IN IT, CIVE AN ERROR MESSAGE.

PASE III WRITES RECORDS EACH DESCRIBING OHE MUSICAL SYMBOL ON
A THIRD SCRATCH FILE (UNIT 12), AND CONTROL INFORMATION ON A
FOURTH (UNIT 13). THESE FILES ARE IMPORTANT IF A PASS IV
EDITOR IS USED - SEE BELOW.
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PASS IV READS SCRATCH FILE 3 AND DOES THE ACTUAL PLOTTING. AS
IT GOES, IT MULTIPLIES THE TEMPORARY X~COORDINATES OF EACH
SYMBGOL BY AN APPROPRIATE CONSTANT SO THAT THE SYETEM IS
STRETCHED TO EXACTLY THE CORRECT LENGTH (THAT GIVEN ON THE
LAYOUT LINE}, UNLESS RIGHT-JUSTIFICATION HAS BEEN TURNED OFF
GLOEALLY BY A “# JUST’ COMMAND OR rUR THIS SYSTEM BY A 'S’
COMMAND THAT ENDED IT AND BEGAN THE NEXT SYSTEM.

TWO EDITING VERSIONS OF THE PASS IV INPUT SUBROUTINE (READ4) EXIST.
THESE ALLOW CHANGING OR DELETING ANYTHING ON UNIT 12 OR ADDING NEW
RECORDS TO IT BEFORE ANYTHING IS ACTUALLY DRAWN. IF THIS IS5 DONE
BY MAKING TWO SEPERATE RUNG OF SMUT IN ERDIT MODE, BOTH PASS IV
INPUT FILES — UNITS 12 AND 13 - MUST BE SAVED AFTER THE FIRST RUN
AND AVAILABLE TQ THE SECOND. THE SYSTEM FILE NAMES WILL BE IMP-
LEMENTATION-DEPENDENT, BUT ON CDC MACHINES THEY ARE ‘ISMUT3 " AND
‘ZSMUTX " REBPECTIVELY.

PRINTER LISTING

IN ADDITION TO PLOTTED QUTPUT. THE PROGRAM PRODUCES A PRINTER LIST-
ING OF THE DATA FLUS COMMENTS AND ERRDOR MESSAGES, AMONG THE COM-
MENTS PRINTED ARE INDICATIONS OF WHERE EACH BAR AND EACH LINE OF
PLOTTED MUSIC BEGINS. THE LISTING WILL. BE SHORTENED CONSIDERABLY
AND ALl ERROR MESSAGES WILL STILL APPEAR IF LISTC IS .LT. O (BEE
LAYOUT LINE}.

IN SOME CASES VARIABLE NAMES WILL APPEAR IN THE LISTING WITH
THEIR CURRENT VALUES., BESIDEE INPUT PARAMETERS AS BESCRIBED ABOVE,
THESE INCLUDE TnNOW (ELAPSED “TIME' IN WHOLE NOTES SINCE THE BE-
GINNING OF THE BAR, E.G. 0.250 MEANS 1 QUARTER «!O7TE INTO THE BAR)
AND  XFACT (X-COORDINMATE SCALING FACTOR, FUOR RIGHT-JUSTIFYING THE
SYSTEM).

ERROR MESSAGES
A TYPICAL SMUT ERROR MESS5AGE LOOKS LIKE THIS. ..
Nig#een2C0OL. 21 AN OCTAVA OF d IS ALREADY IN EFFECT,

THE ‘N’ IN "Ni8’ INDICATES THIS IS A NONFATAL ERROR. OTHER TYPES
OF ERRORS ARE ‘F’ (FATAL), "W’ (WARNING-—MINOR PROGRAM ERROR UR
POSSIBLE USER ERROR). AND ‘S’ (A SEVERE PROGRAM ERHOR). ‘coL. 237
INDICATES THIS ERROR WAS FOUND WHILE PROCESSING THE FIELD STARTING
AT COLUMN 21 OF THE PRECEDING LINE. A COLUMN NUMBER IS GIVEN ONLY
IF THE ERRDOR IS DETECTED DURING PASS T, IN MOST OTHER CAEEES, EMUT
WILL GIVE THE BAR NUMBER AND. IF APPROPRIATE. THE VOICE NUMBER
WHERZ THE ERROR WAS DETECTED.

WHATEVER CAUSED AN ‘N’ ERROR WILL GENERALLY BE IGNORED (SUBJECT
TQ MAXERR —--SEE THE DESCRIPTION OF THE LAYOUT LINE PARAMETER)} AND
EXECUTION WILL CONTINUE, WHILE THE OCCURENCE OF aN ‘F OR ‘S’
ERROR WILL CAUSE THE PRUOGRAM TO STUP IMMEDIATELY. IF aN ‘'S’ ERRCR
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OCCURS, FIRST CHECK WHETHER THERE ARE ANY ERRORS IN THE DATA THAT
WERE NOT DETECTED BY SMUT . AND IF SO, CORRECT THEM, IF THE
ERROR PERSISTS SEND A FULL (E.G. WITH LISTC .GE. Q. PREFERABLY
WITH LISTC .GE. 4} OUTPUT LISTING PLUS FLOT, OR WHATEVER FRASMENT
8rF A PLOT WAS MADE., TO DONALD BYRD AT THE ADDRESE ABOVE.

REMARKS ON SPECIFIC MESSAGES. . .

FO1--TQ CORRECT THE ERROR. REWRITE THE NOTE (REST) AS SEVERAL TIED
NOTES {(SUCCESIVE RESTS). (AS FAR AS I KNOW, THIS HAS NEVER
gCCURRED. )

FO2--THERE ARE T POSSIBLE LAYOUT LINE ERRORS, NUMBERED 1-5 AS

FOLLOWS.

1 XLN LT, 12%#HS
2 VYDELT .LT. 2%HS
3 YH+2. #MS | GT. YABMAX., OR

YMIN . GE. YH (AT THIS INSTALLATION YABMAX= }
4 RES0OL LY. RESHMIN (AT THIS INSTALLATION RESMIN= }
=]

HS . LT. 19, #RESQOL
THE NONZERO DIGITS IN THE NUMBER AFTER ‘TYPESY INDICATE WHICH
OMES ACTUALLY OCCURED.

FO7—--THE MAXIMUM POSSIBLE NUMBER OF VOICES IN A SCORE IS AN IN-
STALLATION PARAMETER, IVCMAX. {AT THIS INSTALLATION
IVCMAX= ) .

F13—IN ORDER TO JUSTIFY THE SCORE: SGMUT MAKES A LIST IN EACH
BAR (CALLED THE *‘SPINE‘) OF ALL ‘TIMES’ (E.G.. THE HEGINNING
OF THE BAR, AN EIGHTH NOTE INTO IT, & TRIPLET QUARTER INTOD
IT, ETC. } WHEN ANY SYMBOL APPEARS, INCLUDING CLEFS, TIME SIG-
NATURES:, ETC. IF A SCORE IS BEING MADE. THE LIST WILL BE
FOR ALL VOICES FOR EACH BAR. IN SOME CASES SEVERAL NONOB-
VIOUS EMTRIES MAY APPEAR IN THE LIST. NOW, THIS ERROR MESS—
AGE INDICATES THAT THE MAXINUM POSSIBLE SIZE OF THE LIST IS
BEING EXCEEDED.

File— SMUT MUST START A NEW SYSTEM, EITHER BECAUSE OF AN ‘S’ COM-
MAND OR BECAUSE THE CURRENT BAR WILL NOT FIT IN THE OLD SYS-
TEM, BUT IT FINDS THAT THE OLD SYSTEM CONTAINS ZERO BARS.
THIS INDICATES (IN THE °5‘ COMMAND CASE) TWE ‘S’ REGUESTS FOR
A NEW SYSTEM VERY CLOSE TOGETHER, IN THE OTHER CASE THAT THE
CURRENT BAR IS SO LONG TraT IT WILL NOT EVEN FIT IN A WHOLE
BY ITSELF. THE LATTER CAN BE CURED BY INCREASING XLN . DE-
CREASING HS (SEE LAYOUT LINE), OR BY USING THE ‘# HCROWD'
COMMAND.

Fi7-—-BARLINES MUST COINCIDE IN ALL VOICES., SMUT CHECKS THIS BY
COMPARING THE DURATION OF EACH MEASURE IN VOICE { TO THE DUR-
ATION OF THAT MEASURE IN EACH OTHER WDICE. DURATIGNS ARE IN
WHOLE NUOTEES.

NOS--EVEN WITH HNOSTAFF . SHUT WILL START A NEW LLINE WHEN ONE BE-
COMES FAR TOO CROWDED, I.E. WHEN AT THE END 0F A BAR SPACING
WOULD HAVE TO BE REDUCED BY A FACTOR OF 1.5 OR MORE TO MAKE
THE LINE FIT IN A LENGTH OF XLN HMINUS ANY INDENT (SEE THE
LAYOUT LINE).

NOB-~THE HKSYM FOLLOWING THE ‘TM‘ MUST BE A LEFT-JUSTIFIED DIGIT.
0~3.
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N30--‘AREA‘ HERE MEANS BEAMABLE AREA AS USED IN THE DESCRIPTION OF
THE ‘# BEAM‘ COMMAND AROVE, I.E. ONE BEAT UNLESS CHANGED BY
‘s BEAM'. -

HO2--SMUT SOMETIMES DOES NOT SPACE NOTES FAR ENOUGH APART TO DRAW
NICE LOOKING BEAMS, SLURS, AND GLISSANDI ON OR BETWEEN THEM.
BY THE TIME SMUT NOTICES THE PROBLEM AND ISSUES THIS MESS-
AGE, IT IS TOO LATE TO CORRECT IV.

Wo4--DECREASING TNOW EVEN SLIGHTLY IS DANGEROUS BECAUSE IT CAN
CONFUSE SMUT ‘S RHYTHM HANDLING AND. FOR EXAMPLE, PRGDUCE ERROR
503. IF DECREASING TNOW RESULTS IN A NOTE OR REST HAVING AN
ATTACK TIME EARLIER THAN A PREVIOUS NOTE OR REST, ERROR S0%
WILL RESULT.

WOS5——IN TRYING TO DECIDE WHETHER A FRACTIONAL BEAM SHOULD POINT TO
THE LEFT OR 7O THE RIGHT. SMUT CANNOT FIND A REASONABLE RHYTH-
MIC STRENGTH FOR THE NOTE WITH THE FRACTIONAL BEAM OR FOR ONE
OF THE ADJACENT NOTES.

WO&—~IN TRYING TO DECIDE WHETHER A FRACTIONAL BEAM SHOULD POINT TO
THE LEFT OR TO THE RIGHT, SMUT ATTEMPTS TG GROUP THE FRAC-
TIONAL BEAMED NOTE WITH THE PRECEDING OR FOLLOWING NOTE, BUT
FINDE ALL THREE NOTES IN THE SAME GROUP.



1-27

EXAMPLES OF ALL ERROR MESSAGES FROM SMUT 2.9

NO. ROUTINE MESSAGE

FO1 DECOMP COL. 1 RHYTHM TOO COMPLEX FOR DESYNC ROUTINE.
FO2 INITSM LAYOUT LINE ERRORS, TYPES 2040
FO3 PASS1 COL. 1 SYNCOPATED ARTIFICIAL GROUP WITH DESYNC IS

ILi.EGAL..
704 PASS1 COL. 1 ILLEGAL BASIC DURATION FOR ARTIFICIAL GROUP,
JapP= o

FOS PASS1 COL. 1 AN ARTIFICIAL GROUP IS ALREADY IN EFFECT.

FO& PASS1 COL. 1 AN S COMMAND WITH KIND=1 MUST PRECEDE ALL
EXCEPT # COMMANDS

FO7 INITVC TOO MANY VOIGCES IN SCORE.

FO8 WRBUF PASS1 MEMORY OF 100 COMMANDS PER BAR EXCEEDED.

FO9 PABSI1 COL. 1 DENOMINATOR OF TIME SIGNATURE IS ILLEGAL.

F10 PASS1 COL. 1 ILLEGAL DURATION. AFTER TRANSFORMATION NDURB=
17

F1i1l PAGS1 CaL. 1t ILLEGAL NO. OF DOTS. IDT= 12

Fiz PASS3 BAR NO. 17 OVERFLOWS PASSE3 MEMORY OF 2300 WCRDS.

IN VOICE 11

F13 PASS3 BAR NQO. 17 EXCEEDS PROGRAM CAPACITY OF 80 ACTION
TIMES.

F14 INITSM. ZERO BARS OF MUSIC DATA WERE FOUND.

OVERZ2

F15 JUSTIF BEAM TABLE SIZE ( 8) EXCEEDED IN BAR 17 OF VOICE 3

Flé JUSTIF SYSTEM BEFURE BAR 17 HAS NOTHING IN IT.

F17 JUSTIF BaR NO. i7 FOR VOICE 3 HAE DURATION . 1250
(VOICE 1 HAS 1.000Q)

FiE FASS1 CAL. 1 MULTIBAR REST NOT AT BEGINNING OF A BAR.
TNOW= . 7300

F19 PABG1 COL. 1 PHYSICAL BARLINE FOLLOWED BY LOGICAL BARLINE

F20 JUSTIF SHARED STAFF CLEF CONFLICT IN BAR & VOICES 2
AND 3

F21 IMITSM LAYOUT LINE MISSING OR WRONG.

NO1 PABS1 CoL. 1 ILLEGAL OP CODE “Z*

NO2 PCHCON C€OL. 1 PITCH OUT OF BOUNDS. AFTER TRANSPOSITION
NOTP=-105

NG3 PASS1, COL. 1 #5 IS AN ILLEGAL CLEF NUMBER

PROCST

NO4 NOTEL COL. 1 MORE THAN 3 NESTED SLURS REQUESTED.

NOS JUSTIF SYSTEM BEFORE BAR 28 IS OVERCROWDED BY A FACTOR OF
1. 4613

NO& PROCST COL. 1 ILLEGAL CONTROL VALUE. NOTP= @

NO7 PROCST COL. 1 ILL.EGAL CONTROL WORD ‘SHRAP ‘

NO8 NOTE4 INVALID TREMOLO SLASH COUNT ‘44’ IN VOICE 7

NO9? SUPER INVALID NOTE-ASSOCIATED SYMBEOL ‘++’ IN VOICE 7

N1Q PASS1 CoOL. 1 -8 IS AN ILLEGAL KEY SIGNATURE.
N1l PaASS1 COL. 1 ILLEGAL CHARACTER COUNT OF 33
N12 USERX UNIMPLEMENTED USERI CALLED WITH 10 3 4

N13 PROCG COL. 1 ILLEGAL DURATION FOR GRACE NOTE. NDURG= i
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N13
Mle
M17
N1lB
N1i9
N20
N21
N22
N23

Nz24
N25
N26&
N27
N28

M2
N30
N31

N32
N33
N34
N30
N3&
N37
N38
501
502
503
504
S0
S0&
507

|08
8509

Ho1
Lo2
HO3

RECODE

NOTE1L
PASH1
PROCTY
PROCT
BASS1
PASE1
PASE1
NOTEL
BEAMCHK

PASSEL

INITSM
INITSM
INITSM
PLTEXT

PLTEXT
BEAMCHK
PLTEXT

PAaSsl

INITSM
INITSM
STRING

INITGM
PROCST
INITSM
POSTNR
DECUDE
NOTEL,
RESTI
JUSTIF
PASS3
SLURCHK
RFILL

RFILL
JUSTIF

RTEST
PAES4
THARC

1-28

COL.
DaTa
caL. CLISSANDD STARTS AND ENDS ON SAME PITCH
CoL. iLAST BAR INCOMPLETE. TNz 1. 147

1 ILLEGAL DATA IMN NUMERIC FIELD. IFLAG=~3

i

1
CoL. 1 ILLEGAL {OCTAVA PARAMETER 16

1

1

1

4F ¢

coL. AN OCTAVA OF @ 1S ALREADY In EFFECT.

caL. INCOMPLETE ARTIFICIAL GROUP AT END-OF-DATA

cac. 1 UNFINISHED SLURS AT END-OF-DATA

coL. 1 28 IS5 TOO MANY CHARACTERS FOR THIS SIZE STAFF.
NO SLURS ARE IN PROGRESS.

BEAMING IN BEATS WITH OVER %9 NOTES OR GRACE NOTES IS
IMPOSSIBLE.

Cal.L TO USER ROUTINE 0 IS ILLEGAL.

TOO MANY LINES OF HEADER AND/OR FOOTER

CHARACTER SIZE MUST BE A DIGIT.

INITIALIZATION OP CODE 7 IS ILLEGAL.

ILLEGAL JUSTIFICATION TYPE ‘D’. LINE. ..

HS DONALD BYRD'

NO CLOSING DELIMITER / (OPENING / IN COL. 3}

MORE THAN 30 BEAMS IN AREA.

SUBLINE LENGTH QF B. 129 EXCEEDS PAGE WIDTH OF 7.700
SUBLINE ‘SONATA IN D MAJOR., OPUS {0 NO. 3. I. BAR 9-127
UNFINISHED OCTAVA AT ENR-OF-DATA

ILLEGAL CHARACTER ‘H’ IN BAR OR GROUF LINE

GROUPING SPECIFIED FOR QVER 20 VOICES

STRING BUFFER SIZE EXCEEDED AT CHARACTER 157. STRING..
THIS WORK, COMPLETED IN SEPTEMBER 1936, WAS FIRST PERF
BARS SPECIFIED FOR OVER &0 SYSTEMS.

TNOW OR TLFT CANNDT BE SET T0 g/ 0

INITIALIZATION OF CODE G IS LEGAL ONLY IN A SCORE.

COL. 1 PROCRAM ERROR##+#MISSING BARLINE. DBAR., TNOW,
BDFAC 1.0000 1.2500 1.0000

COL. 1 PROGRAM ERROR###BAD FORMAT. IFLAG=—3

DATA “(+I3) 7

COL. 1 PROGRAM ERROR##3#TO0 MANY FLAGS., NDURB= 10
DLNOTE, DPNOTE . 3333 . 002&

PROGRAM ERRQOR### . 0463 NOT FOUND IN ACTION TIME LIST.
BAR 17 OF VOICE 3

PROGRAM ERROR##x#0P CUDE & HAS 5 PARAMETERS
INGTEAD OF 2

BAR 17 OF VOICE 3

PROGRAM ERROR###TRIED TO END 2 SLURS BUT ONLY HAD 1
PROGRAM ERROR, POINT 12 (Y=35. £480) AB0VE POINT 1
{¥Y=5. 5712}

PROGRAM ERROR, 3 POINTS IS TOO FEW

PROGRAM ERROR###BAR 27 0OF VOICE 4 HAS DECREASING
TIMES., 250, 000 FOLLOWED BY &2. 500

Col.. 1 WARNING, NOTE AND BAR DURATIONS BOTH .GE. 2
WARNING. SLUR LENGTH OF .07% To0 SHORT IN VOICE 3
WARNING, IMPOSSIBLE ARC REQUEST. 5.4682 8.404 35,441
8. 510 .04
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WO4 PROCST WARNING. DECREASING TNOW (FROM 0. 250 TO 0. 063 IS
DANGEROUS.

WO3 LFBEAM CANT FIND RAYTHMIC STRENGTH FOR FRAC. BEAM DIRECTION,
0. 2794 -99

WO0& LFBEAM ALL THREE NOTES IN GROUFP 1 FOR FRAC. BEAM DIRECTION
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SAMPLE DATA

LS 0.005 29 .70

HE C'SLOTH CANON”

H4 C'FROM THE MUSICAL OFFERING., BWV 107%9‘

H&6 R’J. 3. BACH’

FS C/'SMUT 2.9 SAMPLE FLOT FROM MUSTRAN DATA’

85HCROWD
NOBAR St NODESYNC
NOCHRGOM =
1 1 -3 4 4 —2=
1 4 02 8(ADAGID)
00 O BINVERSUS

1
31T 0 8 0

2 0 =
g8 0 =
33 0 168 0O =
32 014 0 =
3tr o0 4 071 =

B85HCROWD
NOBAR S NODESYNC
NOCHROM =

1 1 -3 4 4 -2=
1 4 02 8(ADAGIO)
00 Ol11ROYAL THEME
4 0OTI

I

29
29
28 3
29
30
31
32

1
a3 0 4

O0QO0QQ0O
g
(101 3
Q D=~ 0000
WHWHEBAWN

855HCROWD
NOBAR
NOCHREOM
i1 ¥ -3 4 4 -2
1 4 02 8(ADAGIO)
00 O &RECTUS

H

* NODESYNC

i}

L]

8 0 =

i6 0O =

29 032 0 =
30 032 0O =
31 0 8 1 =
32 018 0O =
3 0 4 1 =
32 0 =

32 032 0 =
31 0 32 0 =

MZZWVZ2Z222200 0N % 2 xXZIZWIZIZZ2IZIEZZT TN % 2 X IZRIZZTLTD-VIN X & & >



Appendix I

1. Clef Signutures

-[qu. -h-angtxa':,f'ﬁan. . f:,il‘ptut tranGPosi{IarJ o
1 F—F i a o X i
oo s g e e
i X ¥ )]
G5, F5. gams, €33, c4s, G52, FSE,  Gggr, C3SE, C4SE,
2. Basic Note Duration ) \ {
1 1 ™ A
i
i 2 A B & i1 17
3. Note Position (for all clels not ending in "I™) L . g £ <
i 1 oy ™ | i L I 3
Fo— — S S M e m— i— : -
-d[ T .u 2 e N i 1 + L
- b-. 4 8D, BE, P, 26, #h, 4B, Zex, Tot, 1B IS hhe 261, 1CH,
4. Rests _
41 — = L ‘:!
i -  — —— v
3l d ¥ o

&5, R, R, 4R, BR ok 3R, GAR,
5. Dotted Notes and Rests t
Il <4
7 : '~ Rk  m—"
. "
GBS, ap-, 1E.., A BR., 1A, 4e+ eEr,
Example A: Notes and Rests
o i

T

*
Ll
1

5 EE

¥ 4 " 4 T
L i 1 ' 5 1 il 1 H £ r
L L 4 13

3 ® -9
G5y 4i-, 4c, AD, 1€, 4C., BE. 4G, AE, &D, 2c, 42,

L 128

Ga.iﬂicrotones
L

6. Accidentals a4 ,
o 1 LL §43 ] 3
-7 I i ] 1!:' ¥ 4 L i ,;" 73 o e— 7 A——
Fs, 1538, 130T, ADt, EwREr, BAEr ILNFh IBNSEF, 4NKCH. , 24, B4jA, HE(-49)A,
7. Key Signatures § Ji] 1 k , L
 m——e = Ayt oA L% 5t 7 ;T
Fa7y X il 1 i M i n i b, -4 I
i + — 47 o &
65 RKiFk, KANK, K3NK, f&)&; F5, K39k, kAR,
8. Time Signatures
1§} ha § F 1 I |
A o 43 A e Lot
E‘a 5 ALE fad p
Y oa. A= g
535, 3"‘4} &:K' Z‘4! 2y (x:rf;!@
9. Merrorome Counrs® md =ko MM w1150 Ml «i15
NLs6o, M4z I25-150, MBI EE,
1la.
10. Bar Lines 1. Fnd _long Rests
i Il I NI P ]
t TSy 4 I
: ﬁ 1 ¥ {
7, s, END (M.8.:RI coMMA)  /, LR3, A
Example B
i L
:ﬁzﬁ:h—_—h e = T e it
_!.L. pil — It i i !. 1 1 1 i 2 | el §

i

FI
2 é
G5, k4RK, 4:4, A0/ 4E. BE SE 3F4G,/ 4F. | BE 4F 4G/ 4A. B4 46 4F / 26, 4R 4B, /| END
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12. Grace Notes and Trills

; - TR TR
"'"ff"'"'""—‘ﬂ r A a1 " f F % T oy T ) 10
o 3 1 P 43 I 3 1 rl H 3 I f 3 H 34
1 == e

GS, 4=4, 25, 1PN LA QET, BPCL. / l65Ct A€, 15 JGRF 26, , /| 2D+z1, 2FA.Z1, /,END
13. Tied Notes 13:1. Slurs/-"'— :\_

D e —3—% ——a e
‘{?_.*E'_—;H.x.}' - {‘3115 } ll } I % 1 3 = nLa 11
GS, ABT2B-3, Awh, /) 243, 65,574 2D+.Ri, 7, 4DvT A0+, AB, /, BB. K2, itCier, 26K, /,END
14, Held Notes o ~ 2 15, Phrase Marks & )

l| H ] ll 11 A ] 1 i 1 a
e E . — % e

L

@5, AAW+H, /4CHHTH, 2A.H4H, 7, EXD 44, zZLL, 1A, ZL 4R, X)) END
16. Triplets ("Groupettes')
1) T

L] Lo Fl
e 1 - ) 1 b - L | i il
e SR e ey i
65, 1(,4F, 4G,3), 3(,B8,8c+,98,3), /, & 3+ 88,8 98,3), BA, ZA, X/ END
17. Repetitions {not at bar line) {ac bar line) i!. lz.

] C1} § 1 : *, 1 1. [ l
= - [l I R + 2 ¥ {

T T, "T), T, T, T, /‘H) T}-r:,J, #,END
18, Addicions _ ALLEGAD

ol
=¥+

1} 1 jI i
y o x » » = —
e, 1 -
v X T TGIBATE
G5, \ALEGRT 4k, 4B, 4k, 'QUBATO'=TE- 4G, /, lc+, /, END
19, Mulciple S:affs and T:anspositiom
H it ] '[ B¢
14 Fa] 1 1
L fal | =
L. 1l :]- .
- 10 TRANSPOSE THE 0P LINE 12 SEMTITONES HIGHER,THE FLING (0DE 15 tsEm
Li4i2, G5 228 BC, 8K, 16, 7/, LL, G5, 328, 8&,4C , /,enD
ﬁ ot 3 ‘L i
r 4 Al il iL
A

H

= :
[
&5, ﬂmr F‘HA AEY ARYAET, 45%—‘/45 Lalially I}W\‘[AA YAE. YA, £‘}¢QY&: Af YAENALy, [END

21, Performance J'"ﬂt‘aﬁ' ¢n§ [ rdwic.f + v
3 1 { 1
]

—?:Iat:;r P i =

s, eV, 4AVS, 2RV ADEI, TCva, wonis, e B, waxs, AR, 1653%, 47, 4Ga 7T e WRFL, WAFW,

1
)

1 i
5 H
& &

20. Hultlple Voi.cia on a Single Staff @

‘I

R wr” W

4
! a3

.t Sf

y HEEIY




Index to Definitions

N.B. All of the following are music terms, unless indicated otherwise. The list i» not com-
plete: many more terms are defined in Chapter 2.

accidental: 2.3.2

accessory numeral: 2.3.3.1
amsnuensis: 1.2

anacrusis; 2.3.3.2.3

beat: 2.3.3.2.1

casting off: 4.5

cautionary secidental: 2.5, 4.3
collision: 5.2.1

conventional music notation: 2.2.2
cue: 2,363

enharmonic notation: 3.2.5
fractional beam: 2.3.3.3.2
groupet: 2.3.3.1

hunk: 2.3.8.2.2

image space (computers): 3.3.6
kerning (typesetting): 5.2.1.1
ligature {typesetting): 5.2.1.1
meaasze:; 2.3.3.2

morvement: 2.3.1

munsic setting: 1.2

notation: 2.2.1

note: 2.3.1

object space (computers): 3.3.8
part: 2.3.1

punctustion: 4.5

quad tree (computers): 5.2.1.3
quantization: 3.2.5

rest: 2.3.1

rhythm clarification: 3.2.5
rhythm ftting: 3.2.5
rhythmic strength: 2.3.3.2, 4.4.1
score; 2.3.1

slor: 2.3.3.1.1

solo: 2.3.8.4

spatial notation: 2.3.3.4

stafl: 2.3.2

system: 2.3.1

system break: 3.1

texture: 2.3.8

tatti: 2.3.6.4

voice: 2.3.1, 2.3.8

voice assignment: 3.2.5
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